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Abstract. In this work, we modify a conjugate gradient (CG) method recently
proposed in the literature, where a PRP conjugate gradient method is mod-
ified using trust region. Particularly, we propose a hybrid CG method that
incorporates the parameters βPRP , βFR and βCD, and this new search direc-
tion satisfies both the trust region feature and the sufficient descent conditions.
Furthermore, under suitable conditions the developed method is proved to be
globally convergent. The method is tested on some benchmark problems from
the literature and numerical results show that it is quite efficient in solving large
scale problems.
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1 Introduction

We consider unconstrained optimization problems of the form

min f(x), (1.1)
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where f :Rn→R is continuously differentiable. Newton, conjugate gradient, Quasi-
Newton and steepest descent [16,18,21] are some of the methods that have been used
to solve (1.1), with conjugate gradient (CG) methods being the most popular. They
have been popular because of their low-cost memory requirements, computational
efficiency and strong convergence properties. Conjugate gradient methods have also
been applied to many fields, such as reconstruction of radial magnetic resonance
(MR) images [38], portfolio selection [1, 8, 12, 33], motion control problems [2, 3],
compressive sensing [35] and image restoration problems [37].

Given an initial guess x0∈Rn, conjugate gradient methods generate iterations

xk+1 =xk+αkdk, k=0,1,2,··· , (1.2)

where xk is the current iteration, αk>0 is the step length, usually computed using
inexact line search conditions, and dk is the search direction defined by

dk=

{
−gk, k=0,

−gk+βkdk−1, k≥1,
(1.3)

where gk =∇f(xk) and βk is a CG parameter. Conjugate gradient methods differ
according to the choice of βk. Each method tends to have unique numerical and
convergence performance under inexact line search conditions. Some common βk
formulas are known for their strong convergence properties but tend to have poor
numerical performance due to often jamming. These include the Fletcher and Reeves
(FR) [15], Dai and Yuan (DY) [11] and Conjugate Descent (CD) [14]

βFRk =
‖gk‖2

‖gk−1‖2
, βDYk =

‖gk‖2

dTk−1yk−1
, βCDk =− ‖gk‖2

dTk−1gk−1
,

where ‖·‖ denotes the Euclidean norm, and yk−1 = gk−gk−1. On the other hand,
Hestenes and Stiefel (HS) [19], Polak-Ribière-Polyak (PRP) [28, 29] and Liu and
Storey (LS) [27]

βHSk =
gTk yk−1
dTk−1yk−1

, βPRPk =
gTk yk−1
‖gk−1‖2

, βLSk =− gTk yk−1
dTk−1gk−1

,

have shown to have better numerical performance but may fail to converge.
In order to improve their performance, variations of CG methods such as three-

term conjugate gradient, spectral conjugate gradient and hybrid conjugate gradient
methods have been proposed [1, 2, 8, 22, 23, 34, 37, 38]. Hybrid conjugate gradient
methods are formulated by combining different CG methods, hence taking advantage
of the unique properties that each βk excels in, and thus avoiding jamming and/or


