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Abstract. In recent decades, the gas-kinetic unified algorithm (GKUA) is proposed
to simulate the gas flow in the whole flow regimes. In previous studies, GKUA was
extended to problems of flows around the aircraft and internal flows considering the
influence of rotational energy, as well as the flows around the aircraft considering the
influence of vibrational energy. In this paper, we try to apply the model considering
the effect of vibrational energy to the engine internal and external mixed flow problem,
and build a numerical simulation framework of engine internal and external mixed
flow considering the effect of vibrational energy. The reliability of the algorithm is
verified by using one-dimensional shock tube problem and two-dimensional nozzle
internal flow problem. The results show that the model can describe the flow problem
of high temperature nozzle internal flow. Then the two-dimensional nozzle internal
and external mixed flow problem of 25N attitude control engine is studied, the un-
steady evolution and non-equilibrium effect of the mixed flow field are analyzed, and
the flow parameter distribution of the mixed flow field without internal energy ex-
citation, considering rotational energy excitation and considering vibrational energy
excitation are compared.
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1 Introduction

With the gradual maturity of the mass production of recoverable vehicles and satellites,
the pace of human space development has gradually accelerated, and the number of var-
ious types of spacecraft in orbit has shown an explosive growth trend. Attitude and orbit
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engine reaction control system (RCS) is often used for maneuver and attitude control of
space in-orbit flight and reentry vehicles [1–3]. The flow in the high-pressure air chamber
at the nozzle entrance and the flow near the nozzle exit area of the attitude orbit control
engine belong to continuum flow, with near-continuum flow near the nozzle exit and
highly rarefied flow near the vacuum far away from the nozzle exit. The coexistence of
multi-flow regimes in the same flow field due to the different degrees of rarefaction of
gas poses a great challenge to the numerical simulation method.

For multi-regime flow problems, wind tunnel experiment has limitations because it
cannot reproduce similar parameters such as Reynolds number, Mach number, Knudsen
number, and wall temperature ratio at the same time [4]. In practice, people usually use
the hybrid method [3, 5–8] and the unified method [9–13] to deal with such problems.
The commonly used hybrid method is to couple the NS method with the DSMC method
and realize the combination of the two methods in the transitional flow region. Since it is
a coupling method in nature, both the accuracy and stability need to be considered when
designing coupling ideas, and the problem of statistical fluctuation caused by DSMC
method always exists. Based on the kinetic theory of gases, the unified method aims to
use one method to simulate multi-scale flow problems in the whole regimes. The unified
methods include unified gas-kinetic scheme (UGKS) [14–16], discrete unified gas-kinetic
scheme (DUGKS) [17,18], gas-kinetic unified algorithm (GKUA) [19,20], unified stochas-
tic particle BGK, (USP-BGK) [21] and unified gas kinetic wave-particle (UGKWP) [22,23].
In this paper, gas-kinetic unified algorithm solving multi-regime flow around problem
and parallel computing application research platform for aerodynamic/thermal prob-
lems of spacecraft reentry multi-regime multi-scale flow around which are established
by Li [19,20] are used to study the in-orbit spacecraft engine internal and external mixed
flow problem.

Since the gas ejected from the engine is a high-temperature polyatomic mixture gas,
the combustion chamber temperature is higher, and the high-temperature environment
makes the internal energy of the gas medium in an excited state, which affects the gas
transport coefficient and the parameter distribution of the internal and external mixed
flow field of the engine. Wang et al. [24] proposed a semi-classical method for treating
polyatomic gases with internal energy effects and obtained the WCU equation. Based
on this, Morse [25] constructed a model equation considering the interrupted energy
levels of the intramolecular energy. However, the above studies did not distinguish
rotational and vibrational energy, and the internal energy was a single mode. In the
case of ignoring the quantum effect in high temperature gas flow, the internal energy
state of gas molecules is considered as continuous, and the classical thermodynamic
method was adopted to obtain the Rykov model [26] of diatomic gas considering the
influence of rotational energy. On the basis of Morse’s research, Holway [27] used clas-
sical thermodynamic methods to deal with rotational energy and discontinuous energy
level methods to deal with vibrational energy, and established an ES-BGK model suitable
for polyatomic gases. In previous works, Peng et al. [28] used continuous energy lev-
els to deal with rotational energy and vibrational energy, and decomposed the collision
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term of the Boltzmann equation into two parts: elastic and inelastic. At the same time,
the inelastic collision part is decomposed into translational-rotational energy relaxation
term and translational-rotational-vibrational energy relaxation term. A class of Boltz-
mann model equation considering rotational energy and vibrational energy excitations
are constructed. This work try to apply the model considering the effect of vibrational
energy to the engine internal and external mixed flow problem, and build a numerical
simulation framework of engine internal and external mixed flow considering the effect
of vibrational energy. The model equation is solved under the gas-kinetic unified algo-
rithm system, and the reliability is verified by the one-dimensional shock tube problem
and the two-dimensional nozzle internal flow problem. Then the two-dimensional noz-
zle internal and external mixed flow problem of 25N attitude control engine is studied,
and the unsteady evolution and non-equilibrium effect of the mixed flow field are ana-
lyzed. The flow field parameter distributions of the mixed flow field without considering
internal energy excitation, rotational energy excitation and vibrational energy excitation
are compared.

The structure of this paper is arranged as follows: Section I introduces the relevant
background, and Section II introduces the computable modeling of Boltzmann equations
considering vibrational energy excitation. Section III is the verification and analysis of the
algorithm. The reliability of the algorithm is verified by using the one-dimensional shock
tube problem and the two-dimensional nozzle internal flow problem, and the internal
and external mixed flow simulation study is carried out by taking the two-dimensional
nozzle of 25N attitude control engine as the object. Section IV is the conclusion.

2 The computable modeling of Boltzmann equations

considering vibrational energy excitation

2.1 Gas-kinetic model equation

For polyatomic gases, the molecular energy modes include translational energy, rota-
tional energy, and vibrational energy. By introducing the Larsen-Bergnakke phenomeno-
logical model in DSMC method, the rotational energy and vibrational energy are treated
as continuously distributed energy modes, and the collision terms of Boltzmann equa-
tion are decomposed into elastic and inelastic collision terms. At the same time, the in-
elastic collision term is decomposed into translational-rotational energy relaxation and
translational-rotational-vibrational energy relaxation according to a certain relaxation
rate. The relaxation between rotational energies, vibrational energies, and rotational-
vibrational energies are ignored, and the Boltzmann model equations considering vibra-
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tional energy excitation are obtained in the following form:




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(2.1)

where

f1(t,x,V)=
∫ +∞

0

∫ +∞

0
f (t,x,V ;erot,evib)derotdevib, (2.2a)

f2(t,x,V)=
∫ +∞

0

∫ +∞

0
erot f (t,x,V ;erot,evib)derotdevib, (2.2b)

f3(t,x,V)=
∫ +∞

0

∫ +∞

0
evib f (t,x,V ;erot,evib)derotdevib, (2.2c)

f t
1 =n

(
m

2πkBTt

)3/2

exp

(
−

mC2

2kBTt

)
, (2.2d)

f t
2 =

δrotkBTr

2
f t
1, (2.2e)

f t
3 =

δvib(Tv)kBTv

2
f t
1, (2.2f)

f t,r
1 =n

(
m

2πkBTt,r

)3/2

exp

(
−

mC2

2kBTt,r

)
, (2.2g)

f t,r
2 =

δrotkBTt,r

2
f t,r
1 , (2.2h)

f t,r
3 =

δvib(Tv)kBTv

2
f t,r
1 , (2.2i)

f t,r,v
1 =n

(
m

2πkBTt,r,v

)3/2

exp

(
−

mC2

2kBTt,r,v

)
, (2.2j)

f t,r,v
2 =

δrotkBTt,r,v

2
f t,r,v
1 , (2.2k)

f t,r,v
3 =

δvib(T
t,r,v)kBTt,r,v

2
f t,r,v
1 , (2.2l)

νtot =Pr·nkB
Tt

µ
. (2.2m)

Here, t is the time, x is the spatial position coordinate, V is the molecular motion veloc-
ity, f (t,x,V ;erot,evib) is the velocity distribution function of gas molecules with rotational
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and vibrational energies, erot and evib are rotational and vibrational modulus respectively,
f1, f2 and f3 are the reduced molecular velocity distribution functions corresponding to
translational, rotational and vibrational energies, Zrot and Zvib are the number of rota-
tional and vibrational relaxation collisions, νtot is the total collision frequency. Pr is the
gas Prandtl number and µ is the gas viscosity coefficient. f t

i is the velocity distribu-

tion function of gas molecules characterizing the relaxation of elastic collisions, f t,r
i is the

velocity distribution function characterizing the relaxation of translational-rotational en-
ergy in inelastic collisions, f t,r,v

i is the velocity distribution function characterizing the
relaxation of translational-rotational-vibrational energy in inelastic collisions. Tt, Tr and
Tv are the translational temperature, rotational temperature and vibration temperature,
respectively. Tt,r and Tt,r,v are the translational-rotational effective temperature and the
translational-rotational-vibrational effective temperature, respectively. kB is Boltzmann
constant, δrot and δvib are rotational and vibrational degrees of freedom, respectively.

Since the rotational characteristic temperature Θrot of gas is very low, it is gen-
erally assumed that δrot = 2 for linear molecules such as oxygen molecules, nitrogen
molecules, carbon dioxide molecules, etc., and δrot = 3 for nonlinear molecules such as
water molecules, etc. The characteristic temperature Θvib of water molecules is high (for
example, oxygen is 2256K, nitrogen is 3371K), and the vibration energy is difficult to be
fully excited in general. The vibration degree of freedom δvib is a function of temperature,
and its expression is:

δvib(T)=2
N

∑
i=1

Θvib,i/T

exp(Θvib,i/T)−1
. (2.3)

Here, N is the vibrational energy mode of the gas molecule, M is the number of atoms in
the molecule, for linear molecules N=3M−5, for nonlinear molecules N=3M−6, Θvib,i

is the vibrational characteristic temperature in the i-th vibrational energy mode.
The translational-rotational effective temperature Tt,r and the translational-rotational-

vibrational effective temperature Tt,r,v can be defined as follows:

Tt,r=
3Tt+δrotTr

3+δrot
, (2.4)

Tt,r,v=
3Tt+δrotTr+δvib(Tv)Tv

3+δrot+δvib(Tt,r,v)
. (2.5)

At any time, according to the velocity distribution function, the expression of macro-
scopic flow can be obtained as follows:

n=
∫ +∞

−∞
f1dV , (2.6a)

nU=
∫ +∞

−∞
V f 1dV , (2.6b)

3kBTt

2
=

m

2n
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−∞
C2 f1dV , (2.6c)
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δrotnkBTr

2
=
∫ +∞
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2
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m

2

∫ +∞
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qr=
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−∞
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where n is the number density, U is the macroscopic flow velocity, m is the molecular
mass, τ is the stress tensor, pt is the pressure, q is the heat flux vector, and C is the
random thermal motion velocity of molecules, which is defined as C=V−U.

2.2 Dimensionless processing of gas-kinetic model equation

For the convenience of numerical solution, the following dimensionless parameters are
introduced to make gas-kinetic model equation model dimensionless:

f1∞ =
n∞

C3
m∞
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n∞kBT∞
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m∞

, f3∞ =
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, (2.7)

Cm∞=

√
2kBT∞

m
,q∞ =n∞kBT∞Cm∞. (2.8)

Then the governing equation can be written as follows:
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(
1

πT̃t

)3/2

exp

(
−

C̃2

T̃t

)
, (2.10a)

f̃ t
2=

δrotT̃r

2
f̃ t
1, (2.10b)

f̃ t
3=

δvib(Tv)T̃v

2
f̃ t
1, (2.10c)

f̃ t,r
1 = ñ
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The expression for the macroscopic flow can be written as follows:

ñ=
∫ +∞

−∞
f̃1dṼ , (2.11a)

ñŨ=
∫ +∞
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q̃r=
∫ +∞

−∞
C̃ f̃2dṼ , (2.11i)

q̃v =
∫ +∞

−∞
C̃ f̃3dṼ . (2.11j)

2.3 Gas-kinetic unified algorithm

After determining gas-kinetic model equations, discrete velocity coordinate method, un-
steady time splitting method and finite difference method are used to solve the equations.

Taking two-dimensional gas flow as an example, the general formula of the compu-
tational plane Boltzmann model equation of discrete velocity space dimension reduction
at discrete velocity coordinate points (Ṽxσ,Ṽyδ) by the discrete velocity coordinate method
can be expressed as:

∂Q̃

∂t̃
+

∂F̃

∂ζ
+

∂G̃

∂η
= S̃, (2.12)

where
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+
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+
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2σ,δ− f̃ t
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)
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(
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+
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)




. (2.14)

J̃ = ∂(x̃,ỹ)
∂(ζ,η)

is the Jacobian matrix of the grid transformation, and the inverse molecular

transformation velocity is:

˜̄Ux = Ṽxσ · ζ̃x+Ṽyδ · ζ̃y, ˜̄Uy= Ṽxσ ·η̃x+Ṽyδ ·η̃y. (2.15)

Using the unsteady time splitting method, gas-kinetic model equation (2.12) is divided
into the convective motion equation and the collision relaxation source term equation for
coupling solution.

∂Q̃

∂t̃
= S̃, (2.16a)

∂Q̃

∂t̃
+

∂F̃

∂ζ
=0, (2.16b)

∂Q̃

∂t̃
+

∂G̃

∂η
=0. (2.16c)
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The second-order Runge-Kutta method is used to numerically solve the collision relax-
ation source term equation, and the NND-4(a) numerical scheme is used to discretized
the convective motion equation. Finally, the following finite difference numerical scheme
is obtained:

Q̃n+1= Ls

(
∆t̃

2

)
Lη

(
∆t̃

2

)
Lζ

(
∆t̃
)

Lη

(
∆t̃

2

)
Ls

(
∆t̃

2

)
Q̃n, (2.17)

where Ls, Lη, and Lζ denote the difference operators of collision relaxation source term
and convective equations of motion.

The time step is given by the format stability condition:

∆t̃=CFL/max


 ν̃tot

2
,

∣∣∣ ˜̄Ux

∣∣∣
∆ζ

,

∣∣∣ ˜̄Uy

∣∣∣
∆η


, (2.18)

where CFL is the time step adjustment coefficient, which is taken to be 0.95.

2.4 Numerical treatment of boundary conditions

On the wall boundary, gas molecules are reflected from the wall into the flow field. As-
suming that there is no adsorption of molecules on the wall, and the reflection is instanta-
neous, the reflected molecules are treated as complete diffuse reflection, that is, scattering
with a equilibrium distribution fully adapted to the wall temperature T̃w and velocity Ũw,
and its distribution function is:

f̃+1w= ñw

(
1

πT̃w

)3/2

exp

(
−

C̃2
w

T̃w

)
, f̃+2w=

δrotT̃w

2
f̃+1w, f̃+3w =

δvib

(
T̃w

)
T̃w

2
f̃+1w, (2.19)

where C̃w = Ṽ−Ũw, for a fixed wall, Ũw = 0, and ñw is the number density of reflected
molecules on the wall. Along the normal direction of the wall, the mass flow rate of the
fluid is zero, which has the following relationship:

∫ +∞

−∞,C̃υw>0
C̃υw f̃+1wdṼ+

∫ +∞

−∞,C̃υw<0
C̃υw f̃−1wdṼ =0. (2.20)

The number density ñw of gas molecules reflected from the wall can be obtained, where
C̃υw= C̃w ·υ̃wall, υ̃wall is the normal vector outside the wall pointing to the interior of the

fluid, and f̃−1w can be interpolated from the internal field distribution function.
For the inlet boundary, when molecules flow outwards from the flow field, the outlet

data is obtained by linear extrapolation of internal field data; when molecules enter the
flow field, it is taken as the equilibrium distribution function under given macroscopic
flow parameter conditions. For the outlet boundary, when molecules flow outwards from
the flow field, the outlet data is obtained by linear extrapolation of internal field data;
when molecules enter the flow field, it is assumed that the distribution function no longer
varies with position or there are no gradients in the region.
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3 Numerical verification and analysis

In order to verify the reliability and accuracy of the model and algorithm, the one-
dimensional shock tube problem and the two-dimensional nozzle internal flow problem
are tested in this paper, and the two-dimensional nozzle internal and external mixed flow
problem of 25N attitude control engine is studied. The unsteady evolution and the non-
equilibrium effect of the mixed flow field are analyzed. The flow field parameter distri-
butions of the mixed flow field without considering internal energy excitation, rotational
energy excitation and vibrational energy excitation are compared.

3.1 One-dimensional shock tube problem

In order to verify the proposed vibrational energy relaxation model for polyatomic gases,
the rotational relaxation collision number Zrot and the vibrational relaxation collision
number Zvib can be set to infinity, and their numerical solutions can be taken as the limit-
ing solutions for monatomic gases. The one-dimensional shock tube problem is used for
testing, the dimensionless computational domain (the dimensionless parameter omits
the top mark ”∼”) is x∈ [0,1], characteristic length is defined as 1800 times the mean free
path, and the reference temperature is 1000K. In the space, 500 cells with uniform mesh
are used. In the particle velocity space, 200 points with uniform distribution are used.
The density, velocity and temperature of gas molecules in the shock tube at the initial
time are:

nL=1.0,UL=0.0, Tt,L=Tr,L=Tv,L=2.0, x≤0.5,

nR=0.125,UR=0.0, Tt,R=Tr,R=Tv,R=1.6, x>0.5.

For convenience, the GKUA model with vibrational energy relaxation is denoted below
by GKUA Vib. As shown in (a), (b), and (c) in Fig. 1, when Zrot → ∞ and Zvib → ∞,
the solutions of the Shakhov model for monatomic gas and the GKUA Vib model for
polyatomic gas are almost identical. It can be seen from Fig. 1(d) that the rotational
temperature and vibrational temperature of the left and right sides of the shock tube
are smoothly transitional connected. The reason is that when Zrot →∞ and Zvib →∞, it
means that the average number of collisions of each gas molecule required for the system
to reach the equilibrium state is infinite, and the rotational energy and vibrational energy
of gas molecules do not participate in the energy conversion and are in the frozen state.
Both the GKUA Vib model and the Shakhov model use Zrot→∞ and Zvib→∞ to simulate
the monatomic gas flow, which also means that the monatomic gas flow belongs to the
energy freezing flow. Fig. 2 shows the distribution of physical parameters of the shock
tube flow field along the x direction at the time t = 0.1912 when Zrot = 3 and Zvib = 30.
As can be seen in Fig. 2, when the vibrational energy excitation is considered, part of
the vibrational energy is converted into rotational and translational energy, leading to an
increase in rotational and translational temperatures and a faster gas velocity, while the
thermodynamic nonequilibrium effect is intensified and the shock wave becomes thicker.
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(a) Number density of molecule (b) Velocity

(c) Translational temperature (d) Temperature

Figure 1: Distribution of shock tube flow parameters (Zrot→∞,Zvib→∞).

3.2 Two-dimensional nozzle internal flow problem

Fig. 3 shows the schematic diagram of the micronozzle structure, where Lin, Lt and Lout

correspond to the height of the inlet, throat and outlet of the micronozzle, respectively;
L1 and L2 are the length of the contraction and expansion segments of the micronozzle,
respectively; R is the arc radius of the throat transition segment. The structural dimen-
sions of the micronozzle are Lin=70µm, Lt=30µm, Lout=138µm, L1=48µm, L2=157µm,
R = 30µm, θ1 = 30◦, θ2 = 20◦, and the etching depth of the nozzle is 300µm. The sim-
ulated gas medium is nitrogen, the inlet temperature is 300K, and the outlet pressure
is 400Pa. The particle velocity space is discretized with 20×20 mesh points based on
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(a) Number density of molecule (b) Velocity

(c) Translational temperature (d) Temperature

Figure 2: Distribution of shock tube flow parameters (Zrot=3,Zvib=30).

Gauss-Hermite rule. When the residual is less than 1E-6, the calculation is considered to
be convergent.

Fig. 4 shows the comparison of nozzle outlet performance parameters under dif-
ferent inlet pressures. Thrust Ft and specific impulse Isp are important parameters to
characterize the propulsion performance of the nozzle, both are defined respectively:

Ft =
∫ Lout

0

(
ρoutu

2
out+pout

)
bdy, Isp = Ft/ṁg, ṁ=

∫ Lout

0 ρoutuoutdy. Where ρout, uout and pout

correspond to the density, velocity and pressure at the nozzle outlet, b is the etching
depth, ṁ is the mass flow rate at the outlet section, and g is the gravitational acceleration.
Fig. 4(a) and (b) show the comparison between the thrust and specific impulse calculated
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Figure 3: Micronozzle structure.

in this paper and those given in Ref. [29] under the four conditions of inlet pressure of
0.1atm, 0.5atm, 1.0atm and 2.0atm. It can be seen from the figure that the two are in good
agreement, and the maximum relative error is 1.6%. As the inlet pressure increases, the
thrust and mass flow rate increase accordingly. Since the mass flow rate is proportional
to the outlet velocity, and the thrust is proportional to the square of the outlet velocity, the
thrust growth rate is faster than the mass flow rate, so the specific impulse also increases
accordingly. The variation trend of thrust and specific impulse in Fig. 4 and the variation
trend of mass flow rate in Fig. 5 are consistent with the results of theoretical analysis.

Fig. 6 shows the contour distribution of rotational temperature, vibrational tempera-
ture and temperature distribution along the axis of the nozzle internal flow field at differ-
ent inlet pressures. It can be seen from Fig. 6(a) that when the inlet pressure is 0.1atm, the
translational temperature calculated in this paper is different from the DSMC calculation
result given in reference [29]. The reasons are as follows: (1) the nozzle outlet condi-
tion calculated in this paper is an extrapolation, and the outlet boundary in reference is
a pressure boundary; (2) In this paper, rotational energy excitation and vibrational en-
ergy excitation are considered. The simple gas model is used in the reference. In real gas
flow, the vibrational energy will be partially converted into rotational energy and trans-
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(a) Thrust (b) Specific impulse

Figure 4: Comparison of nozzle outlet performance parameters at different inlet pressures.

Figure 5: Mass flow rates at nozzle outlet calculated by the unified algorithm at different inlet pressures.

lational energy, so that the final translational temperature is higher than that obtained
by the simple gas model, that is, the non-equilibrium effect of vibration will reduce the
translational temperature at the outlet. As can be seen in Fig. 6(a), the vibrational and ro-
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(a) 0.1atm inlet pressure

(b) 0.5atm inlet pressure

(c) 1.0atm inlet pressure

(d) 2.0atm inlet pressure

Figure 6: Temperature contour distribution and axis distribution of nozzle internal flow field under different
inlet pressures.
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tational energies are in non-equilibrium, especially the vibrational energy, which is close
to the frozen state in the posterior part of the throat. Compared with Fig. 6(a)-(d), it can
be seen that with the increase of inlet pressure, the non-equilibrium phenomenon of vi-
brational energy and rotational energy gradually becomes weaker. It can be seen that the
increase of inlet pressure can indeed suppress the non-equilibrium effect of nozzle flow.
The reason is that the collision frequency between particles is increased, so that the flow
region in the nozzle is in the lower Knudsen number range, and the flow non-equilibrium
phenomenon in the nozzle is delayed.

3.3 Analysis of two-dimensional nozzle internal and external mixed flow field
of 25N attitude control engine

25N attitude control engine nozzle is shown in Fig. 7. Nozzle profile parameters are as
follows: nozzle inlet diameter is 9.0mm, throat diameter is 2.77mm, outlet diameter is
8.82mm, contraction section length is 12.72mm, expansion section length is 8.26mm. The
combustion chamber temperature is 3000K, the inlet Knudsen number is set to 0.0009,
and the external environment is vacuum. The particle velocity space is discretized with
32×32 mesh points based on Gauss-Hermite rule. When the residual is less than 1E-6,
the calculation is considered to be convergent.

The boundary of the internal and external mixed flow field of engine nozzle is shown
in Fig. 8. For the vacuum boundary, the upper and right side boundaries are set as ex-
trapolations, and the left side boundary is treated as follows: the velocity distribution
function is taken to be zero when the molecule enters the flow field, and is extrapolated
from internal flow field when the molecule leaves the flow field.

Fig. 9 shows the multi-block abutting grid of the internal and external mixed flow
field of engine nozzle. The local encryption is carried out near the wall and the inner

(a) Three-dimensional model (b) Profile

Figure 7: Schematic diagram of 25N attitude control engine nozzle.
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Figure 8: Schematic diagram of the boundaries of the internal and external mixed flow field.

Figure 9: Schematic diagram of multi-block abutting grid of the internal and external mixed flow field.

boundary, and there are different grid changes among different multi-blocks according
to the characteristics of flow field. Relatively, the inner field of the nozzle is dense, and
the outer field is sparse.
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3.3.1 Evolution law of internal and external mixed flow field at different times

Figs. 10-18 show the macroscopic flow parameter distribution (coordinate axis unit is m)
of the internal and external mixed flow field considering vibrational energy excitation
at nine different times, which are roughly divided into initial stage, development stage
and stable stage. When t̃= 0.0 is the initial moment, the nozzle is filled with static gas,
there is a pressure difference between the inlet and outlet, the temperature of the interior

(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 10: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=0.0

)
.
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 11: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=0.84

)
.

and the external field is set to the same, the molecular number density of the external
field is close to zero, the pressure is close to zero, and the Knudsen number is greater
than 45. With the flow of time, the gas begins to enter the vacuum environment from
the nozzle exit. For t̃= 0.84, the gas moves in vacuum for a short time. As can be seen
from Fig. 11(a), the molecular number density contour extends partially to the vacuum
external field, and the gas has entered the vacuum environment. As the gas enters, the
gas Knudsen number near the nozzle exit begins to become smaller, and the area not
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 12: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=4.2

)
.

reached by the external field is still a high Knudsen number. The Knudsen number at
the left vacuum boundary is greater than 90, which is due to the influence of boundary
assignment. However, it does not affect the calculation of the infield region. From the
observation of the translational temperature in Fig. 11(d), it can be seen that there is a
high temperature zone in the front section of the gas during the movement of the gas.
The reason is that the vacuum environment of the calculation example is not strictly vac-
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 13: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=8.4

)
.

uum. In order to be able to perform the calculation simulation, the vacuum region is
set to be close to vacuum, and there are still a few gas molecules, and the incoming gas
molecules collide with the remaining stationary gas molecules, resulting in energy con-
version. When t̃=8.4, the gas molecules entering first are about to leave the axial calcula-
tion region, and the dense region of the external field becomes larger, and the molecular
number density increases. When t̃= 12.6, the gas molecules entering first have left the
calculation region. In the whole calculation region, the gas molecular number density is
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 14: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=12.6

)
.

distributed near the nozzle outlet axis, and the molecular number density away from the
axis is lower. According to Fig. 14(c), the distribution area of gas molecules presents a
circular calabash expansion, indicating that gas molecules mainly move along the axial
direction and less radial direction. When t̃=33.6, the flow field in the calculated area has
begun to approach stability, and when t̃= 55, the flow field reaches the set convergence
condition. At this time, the Knudson number in the calculated area gradually increases
along the nozzle outlet lip upward, and the rarefaction degree is obvious. The external
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 15: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=16.8

)
.

field translational temperature is distributed as a circular arc from the nozzle outlet, the
rotational temperature is distributed as a single peak, and the vibrational temperature is
distributed as a double peak, which looks like ”W”. From the perspective of the distribu-
tion of translational, rotational and vibrational temperature, the vibrational temperature
at the nozzle outlet and the backward area is the highest, followed by rotational tempera-
ture and translational temperature. This also means that there is a strong internal energy
non-equilibrium effect after the high-temperature gas enters the vacuum from the nozzle.
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 16: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=33.6

)
.

Fig. 19 shows the Mach number distribution and streamline distribution of the mixed
flow field at eight different times. The red solid line marked in the figure is the regional
range of gas diffusion at different times. It can be seen from the figure that the gas dif-
fuses in a feather-like manner in the vacuum environment. As time goes by, the feather-
like diffusion range becomes larger and larger, until it exceeds the calculation area. As
can be seen from Fig. 19(h), when the flow field is stable, the area above the nozzle lip
streamlines backward, and part of the gas flows out from the left side of the area above,
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 17: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=50.39

)
.

forming gas backflow. Fig. 20 shows the velocity contour distribution of the steady flow
field, where the blue part is the region where the axial velocity is less than zero, which is
the backflow region. The backflow region starts from the nozzle outlet lip and gradually
increases the range with the radial direction.
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(a) Number density of molecule (b) Pressure

(c) Knudsen number (d) Translational temperature

(e) Rotational temperature (f) Vibrational temperature

Figure 18: Distribution of macroscopic flow parameters in internal and external mixed flow field
(
t̃=55

)
.

3.3.2 Evolution of molecular velocity distribution function at different positions on

the axis

Fig. 21 shows the distribution of the rotational energy reduction velocity distribution
function at t̃ = 0.0 on the axis at different times. The area at t̃= 0.0 is the throat. It can
be seen from the figure that at different times, the rotational energy reduction velocity
distribution function at the throat presents a typical quasi-Gaussian distribution from the
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(a) t̃=0.84 (b) t̃=1.68

(c) t̃=2.52 (d) t̃=3.36

(e) t̃=4.2 (f) t̃=5.04

(g) t̃=50.39 (h) t̃=55

Figure 19: Mach number distribution and streamline of flow field at different times.
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Figure 20: Schematic diagram of the backflow region.

initial stage, the development stage to the stable stage. Since it is on the axis and the radial
velocity is zero, the distribution center is always on the line Vy = 0, and the distribution
function is symmetric about the X direction. As the flow progresses, the axial velocity
at the throat increases until it becomes stable, so the center of the distribution function
shifts to the positive direction Vx with time. As the flow progresses, the temperature
at the throat will gradually decrease until it is stable, so the distribution function will
gradually become steeper until it is stable.

Fig. 22 shows the distribution of the vibrational energy reduction velocity distribution
function at x̃ = 0.0 on the axis at different times. As can be seen from the figure, the
reduced velocity distribution function of vibrational energy at the throat at different times
from the initial stage, development stage to the stable stage presents a typical quasi-
Gaussian distribution, which indicates that the vibrational energy at the center of the
throat is always in a balanced state during the whole flow process of this example.

Fig. 23 shows the distribution of the rotational energy reduction velocity distribution
function at x̃ = 6.4213 on the axis at different times. The area at x̃ = 6.4213 is the core
area of the plume. It can be seen from the figure that at different times, the rotational en-
ergy reduction velocity distribution function of the core area of the plume from the initial
stage, the development stage to the stable stage shows a typical quasi-Gaussian distribu-
tion, but there is a phenomenon that the irregular part of the image center becomes larger.
This indicates that the rotational energy in the core region of the plume deviates from the
equilibrium state to a small extent during the whole flow process in this example. From
t̃= 1.68 to t̃= 8.4, the center of the distribution function shifts to the left, indicating that
the axial velocity at t̃=1.68 is greater than that at t̃=8.4.

Fig. 24 shows the distribution of the vibrational energy reduction velocity distribution
function at x̃=6.4213 on the axis at different times. It can be seen from the figure that at
different times, the vibrational energy reduction velocity distribution function in the core
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(a) t̃=1.68

(b) t̃=8.4

(c) t̃=33.6

(d) t̃=53.75

Figure 21: The rotational energy reduction velocity distribution function at x̃=0.0 on the axis at different times.
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(a) t̃=1.68

(b) t̃=8.4

(c) t̃=33.6

(d) t̃=53.75

Figure 22: The vibrational energy reduction velocity distribution function at x̃ = 0.0 on the axis at different
times.
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(a) t̃=1.68

(b) t̃=8.4

(c) t̃=33.6

(d) t̃=53.75

Figure 23: The rotational energy reduction velocity distribution function at x̃=6.4213 on the axis at different
times.
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(a) t̃=1.68

(b) t̃=8.4

(c) t̃=33.6

(d) t̃=53.75

Figure 24: The vibrational energy reduction velocity distribution function at x̃=6.4213 on the axis at different
times.
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region of the plume presents a typical quasi-Gaussian distribution from the initial stage,
the development stage to the stable stage, but there is a phenomenon that the irregular
part in the center of the image becomes larger and the outer region is irregular, which
indicates that the vibrational energy in the core region of the plume deviates from the
equilibrium state to a large extent during the whole flow process in this example.

3.3.3 Comparison among simple gas model, rotational energy model and vibrational

energy model

Fig. 25 shows the distribution of the macroscopic temperature along the axis of the inter-
nal and external mixed flow field in the steady state. It can be seen from the figure that in
the temperature distributions of the internal and external mixed flow field along the axis,
the vibrational temperature is the highest, the rotational temperature is the second, and
the translational temperature is the lowest, which confirms the temperature distribution
phenomenon observed in Section 3.3.1. The rotational temperature distribution curve is
very close to the translational temperature curve, indicating that the rotational energy is
basically in equilibrium. The vibrational temperature curve begins to deviate from the
rotational temperature curve in the expansion section of the nozzle. The reason is that the
temperature of the expansion section drops sharply, the specific heat of gas cannot keep
up with the change of temperature, and the vibrational energy is too late to converted
into rotational energy and translational energy and then into kinetic energy, so energy
loss will be caused.

Figure 25: Macroscopic temperature distributions along the axis of the internal and external mixed flow field in
a stable state.
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(a) Number density of molecule (b) Translational temperature

(c) Mach number

Figure 26: Comparison of GKUA results between Boltzmann model equation with vibrational energy excitation
and simple gas BGK model.

Fig. 26 shows a comparison between the calculation results of GKUA based on a sim-
ple gas BGK model (represented by ”GKUA BGK” in the figure) and the calculation re-
sults of the Boltzmann model equation unified algorithm considering vibrational energy
excitation in this paper (represented by ”GKUA Vib” in the figure). The simple gas model
only considers translational energy, which considers rotational and vibrational energy to
be frozen, while the vibrational energy model considers internal energy excitation. In the
process of the internal and external mixed flow of engine, the temperature and pressure
decrease, the velocity increases, and the internal energy of gas molecules is converted
into kinetic energy. When the internal energy excitation is considered, the vibrational
energy and rotational energy will be converted into translational energy and kinetic en-
ergy. Compared with the simple gas model, the translational temperature will increase,
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(a) Number density of molecule (b) Mach number

(c) Translational temperature (d) Rotational temperature

Figure 27: Comparison of GKUA results between Boltzmann model equation with vibrational energy excitation
and Rykov model with rotational energy excitation.

and the Mach number will decrease. As can be seen from Fig. 26(a), the contour distri-
butions of molecular number density obtained by the two models are basically in good
agreement. It can be seen from Fig. 26(b) and (c) that there are great differences between
the two models in the contour distributions of translational temperature and Mach num-
ber, which confirms that the internal energy excitation will affect the macroscopic flow
parameter distributions and structure of the flow field.

Fig. 27 shows the comparison between the calculation results of GKUA based on
Rykov model considering rotational energy excitation (represented by ”GKUA Rykov”
in the figure) and the calculation results of Boltzmann model equation unified algorithm
considering vibrational energy excitation in this paper (represented by ”GKUA Vib” in
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(a) Number density of molecule (b) Translational temperature

(c) Axial velocity (d) Mach number

Figure 28: Axis distributions of macroscopic flow parameters under the three models.

the figure). As can be seen from Fig. 27(a), the contour distributions of molecular num-
ber density obtained by the two models are basically in good agreement. As can be seen
in Fig. 27(b), there are some differences in the contour distributions of Mach number
obtained by the two models, and the Mach number obtained by the vibrational energy
model is smaller than that obtained by the rotational energy model. As can be seen from
Fig. 27(c) and (d), the contour distributions of translational temperature and rotational
temperature obtained by the two models have the same structure, but there are some
differences. The reason is that part of the vibrational energy is converted into rotational
energy, so the rotational temperature and translational temperature of the vibrational en-
ergy model are higher than those of the rotational energy model.

Fig. 28 shows the distributions of macroscopic flow parameters along the axis consid-
ering the non-equilibrium effects of translational energy, rotational energy and vibration
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energy under different kinetic models. As can be seen from Fig. 28(a), the axis distribu-
tions of the molecular number density under the three models are in good agreement,
which is the same as the theoretical analysis, verifying the reliability of the results. As
can be seen in Fig. 28(b), the translational temperature obtained by the vibrational en-
ergy model is the highest, followed by the rotational energy model and the lowest by
the simple gas model. Fig. 28(c) shows that the axial velocity obtained by the vibrational
energy model is the highest, followed by the rotational energy model and the lowest by
the simple gas model. Fig. 28(d) shows that the Mach number obtained by the simple
gas model is the highest, followed by the rotational energy model and the vibrational
energy model. The Mach number at the axis is defined as Ma= U√

γTt/2
. Compared with

the simple gas model, considering the rotational energy/vibrational energy excitation,
the translational temperature and axial velocity will increase, and the Mach number will
decrease. Therefore, the following conclusions can be drawn: The influence of internal
energy excitation on the temperature of the internal and external mixed flow field of the
engine is much greater than its influence on the axial velocity, that is, the influence of
internal energy excitation in the process of internal and external mixed flow mainly lies
in the mutual transformation of internal energy itself rather than the transformation of
kinetic energy.

4 Conclusion

By introducing the Larsen-Bergnakke model of DSMC method, the rotational energy and
vibrational energy are treated as continuously distributed energy modes, and a unified
algorithm for Boltzmann model equation of polyatomic gas is developed considering
the excitation of vibrational energy. The algorithm is verified by using the polyatomic
gas flow problem considering vibrational energy excitation, and then the internal and
external mixed flow field analysis is carried out on the nozzle of 25N attitude control
engine. The evolution law of the internal and external mixed flow field at different times,
the evolution of the velocity distribution function at different points along the axis of the
flow field, and the comparison among the simple gas model, the rotational energy model
and the vibrational energy model are analyzed. According to the analysis, the internal
energy excitation model should be considered instead of the simple gas model when the
problem is related to high temperature environment. It is considered that the influence
of internal energy excitation mainly lies in the mutual conversion of internal energy itself
rather than the conversion with kinetic energy. When the problem under study involves a
highly rarefied environment, the simple gas model should be used instead of the internal
energy excitation model. For the in-orbit spacecraft engine internal and external mixed
flow, the nozzle is in continuum and near-continuum flow regimes with high temperature
and pressure, so the internal energy excitation model should be used. The temperature
in the external field region is low and highly rarefied, and the simple gas model can be
used.
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