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Abstract. In the paper, a reduced basis (RB) method for time-dependent nonlo-
cal problems with a special parameterized fractional Laplace kernel function is
proposed. Because of the lack of sparsity of discretized nonlocal systems com-
pared to corresponding local partial differential equation (PDE) systems, model
reduction for nonlocal systems becomes more critical. The method of snapshots
and greedy (MOS-greedy) algorithm of RB method is developed for nonlocal
problems with random inputs, which provides an efficient and reliable approx-
imation of the solution. A major challenge lies in the excessive influence of the
time domain on the model reduction process. To address this, the Fourier trans-
form is applied to convert the original time-dependent parabolic equation into
a frequency-dependent elliptic equation, where variable frequencies are inde-
pendent. This enables parallel computation for approximating the solution in
the frequency domain. Finally, the proposed MOS-greedy algorithm is applied
to the nonlocal diffusion problems. Numerical results demonstrate that it pro-
vides an accurate approximation of the full order problems and significantly
improves computational efficiency.
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1 Introduction

Historically, continuum models were predominantly described by partial differ-
ential equations (PDEs) based on local information. Later, the study of complex
systems with singularities and anomalies, as well as those involving nonlocal in-
teractions, became the focus. Nonlocal equations have been shown to provide sig-
nificantly better models than their local counterparts in various applications. Ex-
amples include optimal control problems involving the Bellman equation derived
from Levy processes, denoising models in nonlocal image processing [4,26], and
particle systems modeling the nonlocal porous medium equation, the Hamilton-
Jacobi equation with fractional diffusion [10,27], and conservation laws with frac-
tional diffusion [7], among others.

Initial research on nonlocal models focused primarily on scalar problems [26,
30], with applications in image processing and steady-state diffusion, respec-
tively. Subsequently, Du et al. established a more systematic mathematical frame-
work for nonlocal problems parallel to classical local PDEs. They developed the
nonlocal vector calculus [15, 16], and extensive research followed on functional
analysis of nonlocal spaces, operators, and calculus of variations [21, 32,41, 42].
Since exact solutions to nonlocal models are generally unavailable, numerical so-
lutions posed new challenges for algorithm development and numerical analysis.
This necessitated the development of robust and adaptive algorithms, as well as
various numerical approximation schemes for nonlocal models [18-20]. Various
applications of nonlocal models and connections to existing mathematical studies
and numerical techniques have enabled nonlocal modeling to bridge the gap be-
tween multiscale modeling, analysis, and simulation [13,17,43]. Further rigorous
mathematical analysis of nonlocal models was provided in [2,22]. In recent years,
nonlocal models have been used in many areas, such as phase transition [2,23],
nonlocal peridynamic models [1,40], nonlocal dispersal models [6,11] and option
pricing in models with jumps [38].

Although nonlocal modeling can complement or replace traditional local mod-
eling approaches based on PDEs, a priori for the value of the parameters in non-
local kernel functions is unknown in practical scenarios involving modeling and
prediction. In such case, an approximate solution is required not only as a func-
tion of a spatial variable but also as a function of model parameters. Compared to
local models, the coefficient matrix of the discrete system for nonlocal models is
typically dense, leading to higher computational costs. Therefore, reduced order
models (ROMs) are necessary to approximate solutions efficiently, reducing com-
putational costs. In this paper, the primary focus and challenge lie in selecting
an appropriate model reduction method and accurately capturing the essential
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features of the original system. For solving parameter-dependent PDE problems,
we employ the reduced basis (RB) method, which is a very efficient numerical
approximation method.

In practice, ROMs are widely used to replace the full order model with lower
numerical complexity [8,37,39,45]. For different problems, the strategies of con-
structing ROMs varied. The RB approach projects the full order model onto a
subspace spanned by selected basis functions. These basis functions are derived
from the singular value decomposition (SVD) of a set of full order solutions cor-
responding to chosen parameters. The first theoretical analysis of RB methods re-
lated to the continuation method for parametric equations was provided by Fink
et al. [24,25]. Through the construction of basis functions, they systematically di-
vided the calculation process into offline and online phases. For ROMs, posterior
error estimates were employed to ensure the reliability of numerical solutions.
However, in earlier methods, the approximate space tended to be fairly local due
to the lack of a posterior error estimator and an efficient sampling procedure, and
the parameters were often low-dimensional. Thus, significant efforts in the RB
framework have focused on posterior error estimation procedures, particularly
rigorous error bounds and efficient sampling strategies for outputs of interest
in high-dimensional problems [12,44]. Error estimators play an important role in
the sampling process of greedy algorithms [35,36], which are similar to the proper
orthogonal decomposition (POD) method but methodologically distinct [3]. The
POD does not select parameters. The greedy algorithm is typically applied to the
multidimensional parameter domain, while the POD is most commonly applied
to the one-dimensional temporal domain. The effective combination of these two
techniques in parameter-time domains is often used to address parabolic prob-
lems [33,35].

In recent work on model reduction methods for nonlocal problems, Guan et al.
developed RB approximations for nonlocal diffusion equations with affine ran-
dom coefficients and established efficiency estimates of the proposed greedy al-
gorithms [28]. Burkovska et al. developed the RB method for parameterized prob-
lems driven by spatially nonlocal integral operators with parameter-dependent
kernels. For problems with nonaffine, singular, or discontinuous kernels, the reg-
ularity and differentiability results with respect to parameters were derived and
then used to construct affine approximations of the kernels by local polynomi-
als [29]. However, these methods were primarily applied to model reduction for
steady-state nonlocal equations with random inputs. For dynamic nonlocal diffu-
sion equations, D’Elia et al. developed a model reduction framework [47], where
the parameters were derived from the equation coefficients. This differs from our
approach, where the parameters are derived from the kernel function.



72 D. Dai, H. Song and Y. Ba / Commun. Math. Res., 41 (2025), pp. 69-102

In this work, we focus on developing the RB approximations for parame-
terized time-dependent nonlocal problems. The form of nonlocal kernel func-
tions with random parameters is detailed in Section 2. Before the reduction, we
employ the Fourier transform to convert the original time-dependent parabolic
equation into a frequency-dependent elliptic equation [31]. Without this trans-
formation, the full order model after numerical discretization was directly used
for the model reduction. The results contradicted our expectations. We observed
that the temporal term significantly influenced the model reduction. When using
the Fourier transform, the influence of time is avoided, and the original recur-
sive relationship is converted into parallel algorithms. This enhances compu-
tational efficiency. We employ the method of snapshots (MOS) [46] to construct
lower-dimensional basis functions by computing the eigenvectors of the snapshot
covariance matrix. The RB method then projects the solution space onto a low-
dimensional subspace spanned by the basis functions. The efficiency of the RB
method is enhanced through offline-online computational decomposition. In the
offline phase, snapshots and basis functions are computed. In the online phase,
solutions are repeatedly computed for random parameters using ROMs. To ob-
tain snapshots, traditional numerical methods such as the finite volume method
(FVM), finite difference method (FDM), finite element method (FEM), and their
variations can be employed to solve full order models. Furthermore, the inte-
gration kernel in this paper is nonaffine, singular, and discontinuous. For non-
affine parameter dependencies and nonlinear terms, we adopt the Chebyshev
interpolation [29] and the discrete empirical interpolation method (DEIM) [9]. To
the end, we apply the Fourier transform to the time-dependent nonlocal model
and develop a nonlocal model reduction method by integrating the nonlocal fre-
quency equation into the RB framework.

The rest of the paper is organized as follows. In Section 2, we introduce
the parameterized time-dependent nonlocal problems and variational formula-
tions. The specific reduction procedure and posterior error estimates are shown
in Section 3. In Section 4, the MOS-greedy algorithm for the parameterized time-
dependent nonlocal problems is proposed to construct the basis functions. Nu-
merical examples with linear and nonlinear terms are presented in Section 5. Fi-
nally, Section 6 gives some conclusions and comments.

2 Preliminaries and notations

In this section, we introduce the notion of nonlocal problems and propose a con-
cept of frequency transformations when they are applied to time-dependent non-
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local problems. Moreover, this section covers the numerical approximation meth-
ods for frequency transformation and inverse transformation, as well as specific
forms for handling nonaffine parameters.

2.1 Nonlocal diffusion model

In this paper, we propose and analyze the following parameterized nonlocal and
nonlinear diffusion equation with the volume-constrained:

au(g;t,s) = 2;_255) Lsu(x,t,s)

+f(x,t,8)+h(u(xts)ts), x€Q, tel0,T], @.1)
u(x,t,s)=g(x,t,s), xel, te[0,T],
| u(x,0,8) =ug, xeQ.

Here Q) =(a,b) CR is the bounded domain, Q) denotes the closure of ), x€R is the
spatial variable, t € [0,T] is the temporal variable with T >0 as the final computa-
tion time, and s € P° C (0,1) is the parametric variable. The terms f and / repre-
sent the linear and nonlinear components, respectively, while g is the boundary
condition and ug is the initial condition. The set T =Q/\ Q= [a—6,a]U[b,b+4] is
illustrated in Fig. 1. The operator L; is nonlocal, and the parameter § > 0 rep-
resents the range of nonlocal interaction. To account for nonlocal spatial inter-
actions, nonlocal operators usually use integral forms to avoid explicitly using
spatial derivatives. The nonlocal operator is specifically expressed as follows:

—Lsu(x,t,5)= 2/Q (u(x,t,s) —u(x',t,8))y(x,x";s)dx’, (2.2)

where y(x,x’;s) is a nonnegative symmetric kernel function. There is a detailed
description of such kernel functions in [15,29], where the well-posedness of all
these kernels for nonlocal problems has been demonstrated.

volume constraint neighborhood of x volume constraint
imposed defined by horizon ¢ imposed
—_—— —_——
a—o 4@ x—0 X x+49 b b+d
Q
Q/

Figure 1: The domain of definitions for nonlocal problems.
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There are two main types of kernel functions, one is called a general truncated
kernel function, for § >0, we define a ball Bs(x) centered at x with radius ¢, i.e.,
Bs(x):={x" €R:|x—x'| <é}. Then for 0 < dpin < dmax < o0 and all x € R satisfy

v(x,x";6) >0, Vx' € Bs(x),
v(x,x";6) =0, Vx' € R\ Bs(x),
'y(x,x’;é) >0 >0, vx,eB‘smin/Z(x)’

Vv

(2.3)

where 7 is a nonnegative constant. The other is a special focus in this paper
and will lie on fractional Laplace-type kernels, where the kernel parameter is
a fractional power s € (0,1) and defined as follows:

—— — x'e€Bs(x),
A (x,5'55) = { AP o) 2.4

0, otherwise.

Here ¢ is a given parameter. When J — 4o, (2.4) is a classical fractional Laplace
kernel and — L reduces to the fractional Laplace operator (—A)° up to the con-
stant ¢s /2 where
. 2255 (s+1/2)
* ml/2r(1—s)

(2.5)

see [15] for more details. When 6 — 0, the nonlocal operator —(2(1—s)/6%> %)L
reduces to the local Laplace operator —A. The local limit form of the nonlocal
problem (2.1) is given by

W:—Au(x,t,s)

+f(xt,s)+h(u(xts)ts), xeQ, tel0,T], 2.6)
u(x,t,s)=g(x,t,5s), x€ad), te€[0,T],
| #(x,0,5) =, xeQ.

In [14], the convergence of approximate nonlocal solutions to the solution of the
Laplace equation is established. By comparing Egs. (2.1) and (2.6), we observe
that linear integral operators are used in nonlocal models, in contrast to the lin-
ear differential operators employed in local diffusion models. Additionally, the
Dirichlet condition imposed on the boundary in local models becomes a volume
constraint in nonlocal problems.
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2.2 The frequency space of nonlocal problems

Traditionally, (2.1) is solved in space-time by time discretization such as Crank-
Nicholson or Runge-Kutta method. Although these methods can effectively solve
a wide range of practical problems, they rely on recursive temporal relationships
and lack natural parallelizability. To reduce computation costs, we apply the fre-
quency domain method to solve time-dependent nonlocal problems. This ap-
proach enables efficient parallel computation due to the mutual independence of
frequencies. One of the frequency domain methods is the Fourier transform. The
Fourier transform and Fourier inversion of a function u(-,t) in time are given by

() = /_ T u( D exp(—iwt)dt,
u( ) = % /[ o;ﬁ(~,w)exp(iwt)dw.

The Fourier transformation is used for time and then converts the original prob-
lem (2.1) into a set of complex elliptic equations that depend on the frequency w,
i.e.,

iwit(x,w,s)= %L‘(gﬁ(x,w,s) —|—f(x,w,s) +fz(ﬁ,w,5), (2.7a)
(x,w,s)=¢(x,w,s), xe€T, (2.7b)

where f,h and u are extended to be zero when t <0 and ¢t > T for the Fourier
transformation. Let ) C R be an open set for s € (0,1). The real-valued fractional
Sobolev space H*(Q}) is defined as

u(x)—u(x")|?
HS(Q)::{ueL’l(Q);iuy-’;;[s(m:/ﬂ/ﬂ| |(x1x,’1(+22| dx’dx<oo}.

Equipped with the norm

1N as ) = - l2g) + - [ms ()

H*(Q)) forms a Hilbert space. In this paper, assume that an arbitrary complex
value function #1=1i, +i1;, where i, and il; represent the real and imaginary parts,
respectively. The inner product and norm in the complex space are defined as

1

(ﬁ,zﬁ)czz/ﬂﬁz?dx:(ﬁ,z?)Lz, o= (a2 +l1ai]12.) .
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Let
HY(Q):=H(Q)x H(Q), L2(Q):=L*(Q)xL?(Q),

we define the space incorporating the volume constraints, given by
Hiy:={n€H;(Q):1=¢ on T}.
The bilinear form is defined as
a(1,0;8)c:= //QXQ x,w,8) —1(x',w,s)) (8(x) —0(x) )y (x,x/;8)d(x,x).  (2.8)
We define the spaces

X:={ne€L*(QUT):a(il,i;s). < +oo},
V:z{ﬁEX:ﬁ:g on F}

as a nonlocal frequency domain space and a constrained nonlocal frequency do-
main space with a fractional Laplace kernel, respectively. The inner product and
norm on V are defined as

(@,0)vi=a(,8;5)c, [} =(1,)y.
The fractional Laplace kernel satisfies the nonlocal Poincaré inequality [15]
12l 2(qur) < Cpllallv, vaeV, (29)
where Cp, >0 is the Poincaré constant.
From the nonlocal spatial definition and the nonlocal Poincaré inequality, the
nonlocal space V is equivalent to Hf,, which implies

Clla[l g, < llallv <2l - (2.10)

By this equivalence, the bilinear form a(-,-;s). defined in (2.8) is continuous and
coercive in V x V, that is, for Vii,0 € V, 369 > 0 such that

a(s) :=supsup aA(u,v f) <40, Vse(0,1), (2.11)
acvocv 12llvIollv
B(s):= inf ”(”;7“;;)0250, Vse (0,1). (2.12)
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2.3 Variational formulation for the nonlocal problems

The finite element discretization of the nonlocal frequency domain model (2.7)
is based on the weak form of the problem. In this section, we present the weak
form of the nonlocal equation. The variational formulation can be defined in
a way similar to the local model, except that the volume constraint replaces the
boundary condition. This ensures the regularity of the nonlocal Dirichlet prob-
lem.

Multiplying Eq. (2.7a) by the test function 9(x) €V for YweR, then the integral
form in the bounded domain () is given by

o ] 4(1—s) [ .
/szu(x,w,s)v(x)dx-l— ((SZ_Z?/QU(X)dx
X/B()“(x) (ﬁ(x,w,s)—ﬁ(x’,w,s))'y(x,x’;s)dx’—/sz(ﬁ,w,s)z?(x)dx
:/Qf(x,w,s)z?(x)dx. (2.13)

Note that the double integral term in (2.13) leads to an asymmetric finite element
stiffness matrix. To avoid the asymmetric matrix, Eq. (2.13) by using the nonlocal
Green’s first identity derived in [16] (or by direct calculation) is equivalent to

2(1—5s)
02—2s

X/Q/B5(X) (1(x,w,s)—0(x',w,s)) (6(x) —0(x")) y(x,x';s)dx'dx
—/sz(ﬁ,w,s)ﬁ(x)dx
:/Qf(x,w,s)z?(x)dx. (2.14)

/ iwid (x,w,s)0(x)dx+
0

Therefore, the weak form of this nonlocal problem is as shown in Eq. (2.15). For
a given §(x,w,s) and Vw € R, there exists a #1(x,w,s) € V such that

. 2(1— A o
iw(d,0).+ %a(ﬁ,@;s)c —(h,0)c=(f,0),, VO€V, (2.15a)

i(x,w,s)=¢(x,w,s), xel. (2.15b)

Let VN CV be the FE approximation space, where  is sufficiently large. Assume
VN =P, @iP,, where P, is the standard piecewise linear real-valued finite element
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subspace of Hg, with dim(P,) =N Let {(,bj}?\i , be a set of the nodal basis of Pj,.
For a given s € (0,1), there exists 2V (w,s) = (x,w,s) € V satisfying

zw(ﬁN(w,s),ﬁ)c—i—zgijzf)a(ﬁN(w,s),v,s)
. (ﬁ(ﬁN (w,s)),z?) =(f,0)., VoeVV. (2.16)

For Yw €R, iV (w,s) € VN =P, @iP, can be expressed as
N LA o
N (w,s) = Eu]- (w,s)c,b]'—i—zgu]- (w,s) ;. (2.17)

Combining Egs. (2.16) and (2.17), we have the following nonlinear system of or-

der 2\:

o | [ ] =[] e

where

M) =w@pdi)er Alpa)= " a(py pyis)e

M(p,q)=($p,Pq)c, p.g=1,....N,
and hR,hl,fR,fI cR" are given by
h = éﬁ(fz(( 5)), h'=S(h(u(ws)),
f() ( ) fl(q):(fl q)c/ Ei=1,...,/\/,

where

g=1

To convert frequency variables into time variables, the inverse Fourier trans-
form will be used. For the inverse Fourier transform, we adopt the truncated
integral interval [0, w*] with a sufficiently large w* > 0 and use the nodes and
weights of the Legendre-Gauss-Lobatto (LGL) integration rule to obtain 7(w) =



D. Dai, H. Song and Y. Ba / Commun. Math. Res., 41 (2025), pp. 69-102 79

i1(x,w,s) [31]. Then the time domain real-valued solution u(x,t,s) of (2.1) is then
approximated as

Nw
u(x,t,s)= %?R (ZﬁN(x,wj,s)exp(iwjt)wj> , (2.19)

where w; and w; are the LGL interpolation nodes and corresponding weights on
the interval [0, w*], respectively.

2.4 Affine approximation

In this paper, we consider the fractional Laplace kernel defined in Eq. (2.4). The
dependence on the parameter s is nonaffine in this case, the nature of the singu-
larity changes with the parameter. This leads to the different regularity of the
solution. Furthermore, the integration kernel is discontinuous at |x—x’| =§ and
has a singularity at |x—x’| — 0. This prevents the direct application of empirical
interpolation, as it is designed for continuous and bounded functions. Although
the continuity requirement can be relaxed using a generalized empirical inter-
polation method, selecting an appropriate interpolating functional in the current
context is non-trivial. To obtain the affine form of the parameters for the kernel
function, we employ local polynomials to approximate the nonaffine form [29],
i.e., splitting the interval P° := [Smin,Smax] C [0,1],

0<Smin:=50<51 < <Sp=:Smax <0, MecIN.

Then for a given ¢ € (0,00), s€ (0,1), and sufficiently regular 11,9, there is

M S—g;
a(i,0;5)c ~am(0,0;8)c:= Y @5, (s)a(l, B5m)e, O (s):=]]—2L, (220)
m=0 j=0 Sm—5j
j#m

where s, is the maximum value of Chebyshev in the interval [sSmin,Smax], that is,

Sy — 1 B 1 cos<ﬂﬂ> =0 M
" 2(Smin+Smax)  2(Smax — Smin ) ) . M.

In practice, the coefficients ®j, may be negative. This leads to the coercive condi-
tion of dps(-,+;-)c on V x V is failed. To address this issue, we introduce

in,p(18,0;8)c =dpm(1,0;5)c+pa(11,0;8)c (2.21)
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with a regularization parameter p >0, where

§zsl+52: min 4 2/ mln_zl
2 Smint1 E, otherwise
2 2

for arbitrarily small € > 0.

Remark 2.1. In fact, the regularization parameter p > C(6)c™M*1, where C(9) is
a constant depending on J. This parameter ensures coercivity. When ¢ <1, this
term is numerically negligible. In order to ensure ¢ <1, we require that

$1 =Smin, 52 =Smin+ E —¢, for smin< E and  Smax —Smin < g/
1 2
$1=Smin, S2=1—¢, for smin>= and  Smax—Smin < .
2 3 (1 - Smax)

In the practical application, it is not possible that every interval can meet ex-

actly the above requirements. To address this, we can divide the large intervals

[Smin,Smax] into several subintervals [s{min,s{max], each of which is connected end-

. i—1
to—end, that 1S, S{nax = S{min’

requirements.

so that as long as the subintervals meet the above

3 Reduced basis methods

ROMs have been widely used to reduce the computational cost of approximating
solutions to local PDEs. However, the model reduction of nonlocal models is lim-
ited, such as the models considered in this paper. The nonlocal model equations
are parameterized time-dependent problems. In this paper, the nonlocal PDEs are
spatially discretized using the FEM. Furthermore, the methods discussed below
are also applicable to other discretization methods.

The underlying discrete system is composed of a band matrix with a band-
width and a nonlocal interaction radius. Thus, solving the problems (2.1) with
random input parameters by FEM requires expensive computation. In order to
reduce the computational cost, we construct a ROM. In this section, we describe
the construction of the RB approximation for (2.16). Given a positive integer
Nmax, we replace VN with a low-dimensional RB approximation space VZJ\}/ cvN ,
where N =1,2,...,Nmax. These spaces are assumed to be nested (or hierarchical),
ie,

vNevVe...cv cvV.

max
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The idea of the RB method is to Construct the approximate solution of problem
(2.16) in the low-dimensional subspace V (N < N). A sufficiently small N en-
sures low computational cost. However, several important conditions must be
satisfied when using RB methods. First, the affine-parameter dependency of the
problem is necessary to perform effective parameter-dependent operations in the
online phase. Second, the separation of parameters and variables needs to be re-
alized by using proper methods for the nonlinear terms. This can improve the
online calculation. Finally, a computable posterior error estimate is necessary to
enable an effective and accurate selection of input parameters in the offline phase.

3.1 Galerkin projection and offline-online procedure

We now consider the ROM. The RB approximation is defined as the Galerkin pro-
jection onto these low-dimensional subspaces, i.e., for any given s€ P*®, un(w,s) €

VN satisfies
w(un(w,s),v) + %ﬁ]\/l,p (un(w,s),v;5),
— (fz(uN(w,s),w,s),v>C:(f,v)c. (3.1)

Let {C, RYN_and { p} denote the real and imaginary basis functions of V),
respectlvely Then the solutlons un(w,s) can be represented as

ng uy(w,s)+i nguN w,s) (3.2)

Choosing the test functions v = g§+ig§, 1 <g <N and combining with (3.2),
Eq. (3.1) can be represented as

N N
iw Y (T, 08) un(ws)+w Y (85.00) un(w,s)
p:]_ p:]_

N N
—w Y (65,88 un(wss) +iw Y (§h,85) iy (w,s)
p=1

p=1
N M 2(1—s
+ 3 3 04 g s a0
p=1m=

0} (8.0 8) un (@)
1
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iy z@s 52;) B (T8 o) i (0,9)

plm

—ip Z 52 25 CP Cq') N(w,s)

#3006 2 aleh i) 9

p=1m=

21
_sz 22 25) (Cp,Cq,) n(w,s)

p=

N M .
+21 206; 52 25) (gngqrsm) uN((JJ S)

p=1m

1—

+|OZ;1 gz 25 szgq/ ( (ZCPMN w,S ),C{;)
b C

) ) o))
()]

= (legq )c (flfgq)c_Z(fR/ng)c'i'i(]ngg)c-

The equivalent matrix form of the above equation is

I

M M
MY+ Y ©5,(s)AN+pAsy  —M5+ L 0 (s)AN+pAsy | R
m=0 m=0 N
L‘N}

M M
MR — ZO®;1(S)A1—pA51 MY+ 20®§”(5)A2+pA52
m= m=

B hR hI B fR +f1
Sl o
where

MR (p.g) =w(8p.8q) M (p.g) = (}.80) o

Mw(p’ ) (CP Cq) Mw(p/ ) (Cplgq) ’

A =20 B ) Ak =25 Da (i),
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s§<p,q>—2§i “a(e at9), Asn(p) = 2((5; “a(eh ).
Al(Pr‘i)—% a(Zp Caism) o AZ(PIQ)—Z((; 25) a(Cp g sm) e
Aa(p) =200t Aalpa)= 20520k,

hR p' ( (nguNws>/df> ’ hN Pq ( (nguNws> gé) 7
p=1 c p=1 c

N
hy ( ( (ZCPMN ws),@é) ,
p=1 c
p,q=1,...,N,

and

N
hy(p ( (ZCP”N ws) CR> ,
p=1 c

@ =05 @)=,
f1(9)= (fngé)cf f2(9)= (flfgfli{)c'

Since {cp]-}f\i 1 is a set of the finite element basis of VN and the basis functions

qg=1,...,N.

{Z;} ]N: , belong to the finite element space V', we obtain

N N
G =2 Zpby: Gp=Y Zpdy 1<P<N.
g=1 g=1

Let (Z8)(p,q) =23, and (2")(p,q) =Z,,, 1<q <N, then
MwR:(ZR)TMZR Ma)l (ZI)TMZI
MY =(z20Tmz!,  My=(z2HTMzZR,
AR =(2RTA, 2R, AL =(2)TA,, 2,
A =(20TA, 2, Ay=(2)H)TA,, 2R,
Aqn=(Z")TA:ZR,  Ay=(2N)TAZ],

le(ZR)TA ZI,
uN (ZR)T R
=T,
f1=(ENTFE,

Ap=(2ZNHTAZR,

ul=(2)7ul,
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where A, =a(¢p,¢g;5m)c and Ag=a(¢pp,¢yg;8)c, p,q= 1,...,N. Replacing hiin (2.7)
by the affine approximation h generated from the DEIM in Section 4.2, we get

h(Zun)),
(Zun)),

NR(A(Zuy)), Hy=ByS(h(
H1:B1 ( (Zuy)), Ha=ByS(h
where

BY =(2")"Hp(PkHR) 'HE, Bh\=(2")TH,(P[H|) 'H],

B, =(2")THx(PTHR) 'H}, B,=(2%TH,(PTH)) 'HT,

Z= [ZR,ZI}, UN = [u%\{,;ull\,}.

Eq. (3.3) can be written as the following matrix form:

M R R M I I
M+ ¥ 05,(5)AK+0AY M5+ ¥ 65 (5)Ak+oAL| e
m= m=
wR M 5 wl M S { }
My" — Zo®m(s)A1—pA51 MYy + Zo®m(s)A2—|—pA52
m= m=

_ BR B! %(fl(ZuN)) fR—i—fI
{_gl éﬂ [S(E(Zul\])) - _}]ﬁ}ﬂ' (3.4)

Based on Eq. (3.4), the offline-online decomposition is realized. In the offline
phase, we only need to compute and store the s-independent quantities MR,
Mw[/ ?/MEJ/A%%/AI /AsllsflAS]I\]/AllAZIAsllASZIBR/BI /BllelfllslleI\[Ifllfz' In
the online phase, we only need to solve the low order equation (3.4) for each new
parameter value s and then obtain uX and ul,.

3.2 Posterior error

In the RB space V3Y, we use uy to approximate V. In order to verify the error
caused by the reduction, the relevant posterior error is derived in this section. For
Yo eV, the residual is defined as

r(v;s):=(f,0)c+ (h(un(s)),v) ,— %Zimp (un(s),v;s)  —iw(un(s),v) .. (3.5)

When v € V]\/}/ , the residual is 0. By the Riesz representation theory, there exists
é(s) € VN such that
(8(s),0) yar =7(v;s), voe VvV, (3.6)
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Then we introduce the dual norm of the residual

v;9)

r
€N = sup
UEVN |v|| N

=[le(s)[lv, (37)

this shall prove to be important for the offline-online stratagem developed below.
The error estimator [35] for the solution is defined as

1/2

An(s)=le(s) v / (BL5(s)) (3.8)
where ~
0<pp(s)<pV(s)= inf “Mp@;v,s)c

Combining Eq. (3.5), (2.20), (2.21) and (3.2), the residual can be expressed as

r(v;s):=(f,0)c+ (h(un(s),0) —am(un(s),v;s),
(

p=1
2(1-s) &L [ 4
- 5225 Zl Zo®m( ) (CPIU Sm) uNp()
p=1 \m=
_ N
020 Y altp )y —sz Ly (s). (39)
p=1

N
(é(s),v) YN = (f,U)c+ (fl (Z CpUN,p (s)) ,v)

p=1
N /M
S 21( . O3 (alEy s >>
p=1 \m=
N
_92;_25)2”@?'05 )eun,p(s —zwz Cp0)cunp(s).  (3.10)
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This implies that
5 21-s) & [ M4
é(s) =Cp+Ci+ 3(52 25) )3 <Z®%(S)MN,p(S)£f;m>
p=1 \m=0
2(1-s) & p
TP Y unp(s)LE+iw ) unp(s)X?, (3.11)
p=1 p=1

Where C 7 and Cj, are the Riesz representations of ( f ,0)c and (h,v),, respectively,
ie.,

(C’f,v) (f/v)c/ (C,;,U)VN:(E,U)C, voe V¥V,

Let £I" and L! be the Riesz representations of a({,,v;5m)c and a({y,0;8)c,
respectively, i.e.,

(ﬁfr’nmlv) VN:—Q(gp,U;Sm)C, (ﬁg,v) VN:—Q(gp,U;§)C, VUEVN,
where 1 <p<N and 0 <m <M. Assume that X7 is the Riesz representation of
(Cp,0)c, e,
(Xp,v)sz—(Cp,v)c.
Then Eq. (3.11) can be written as
4(1-5) & M

le(s) | ya = (C7.C)un +2(Cp.Ch)yn+ 2 2120@;1(s)uN,p(s)(cf,gpm)
p=lm=

o\ N
+p4§iT§)p; N () (Ch L)

4(1—
+(Ci Cpvn + ((52 %5 21206)5 Jun,p (s)(Ci £87") v
P m

4(1—-s5) Y
T ZluNp () (C LE)
P
2 N N M

54_55 1Y L 3 O np (6 ()i (5 (L1 £

p=1p'=1m=0m’'=0

1—s2 N N M I
(54 Is 21 /21 2067571 Junp(s)unp () (L4, L )y
p=1p'=1m

24(1_5)2 N N

T 5 s Yo ) unp(s)uny (s)(LE ﬁp)
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+w22 ZuNp YN, (5) (XF, X7) . (3.12)
p=1p'=1

To efficiently compute ||é(s)||y» and Ay, we apply an offline-online proce-
dure. In the offline phase, we compute and store the quantities independent of
the uncertainties. In particular, we compute C fr Cr, ﬁf};m, ﬁg and X'P, and store

(Cf, Cf)er (Cf, Cfl)v/\fr (C}e, ﬁf;m)v/\fr (sz s )er (C;;,Cfl)v/\f, (Cﬁr/vf;m)v/\fr
(Cry LE)yw, (LET, LET )y, (L8 £y o, (20, L8 Yyne, (XP, X7 ),

where 1<p,p’ <N, 0<m,m’ <M. In the online phase, for Vs, we compute u Np(1<
p <N), and use Egs. (3.12) and (3.8) to compute ||é(s)||y» and Ay, respectively.

4 Sampling strategy

The choice of the RB affects the accuracy of the approximation. In this paper,
a common observation is used to construct a set of basis functions, i.e., the solu-
tion space is often attracted to a low-dimensional manifold for a particular sys-
tem. Here two sampling processes are needed. The first is to construct the affine
space of the nonlinear term and the second is to construct a RB space V using
the MOS-greedy algorithm. Thus, the proposed sampling method combmes the
MOS for w with the greedy procedure for s. We will briefly review the algorithms
that are used in the process.

4.1 Method of snapshots

POD has been used in many applications to construct low-rank subspaces, which
retain most of the energy presented in all original variables. One of the most im-
portant properties of POD is that an optimal approx1mat10n is constructed in the
least squares sense. Given a set of snapshots {2V (wy,s),4" (wy,s),--- 4V (wy;,,5)}
CRY, let the sets of the real- and imaginary-part of snapshots separately, i.e.,

XR;:{mﬁfv(wj,s))}j_fl, xX!= {30V (w;5)) }

Nt
j=1

For the real snapshots
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we approximate snapshot X]R by using a set of orthogonal vectors

=yl g8y cRY

with rank N <N. Then, the approximation is given by
R A J R
Xi' =~ lexptpp, j=1,...,N;.
p=

The above approximation is also equivalent to
XF=¥R ()XY, j=1,.., Ny
From reference [34], it can be seen that the POD basis is provided by SVD of X R
XR — URZR (YR) T/

where UR=[UR, .- UR] cRN > YR=[YR ... JYR]eRN> and 2R =diag(c},- -,
Uffr ) € R" " The set of the first N (N <n,) left singular vectors Uug,... ,UII\{] from

UR is chosen as the POD basis ¥X. The error between the snapshots and the
corresponding POD solutions is as follows:

N; 1
Yo IXF R )X = Y (of)” (4.1)
J=1 I=N+1

In most cases, the snapshot matrix is overdetermined, indicating more degrees of
freedom than snapshots. Directly performing the SVD for the matrix is expensive.
To reduce costs, a technique called the method of snapshots (MOS) is often used.
Given a set of snapshots

N
R._ AN ‘
Xti= {é]%(u (wj,s)) }j_l,
we compute the covariance matrix KR, where

KR = (%(aN (wp,s)), R (" (wq,s))> = (XR)TxR,

c

By using the SVD of X R we have

KR: (URZR(Y)R)T(URZRYR) :YR(ZR)2(YR)T o KRYRIYR(ZR)Z.
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Thus, the eigenvector of K® correspond to the right singular vectors of XX, and
the eigenvalue of KR correspond to the square of singular value for XX, respec-
tively. Let {A,,e,} be the normalized eigen-pairs of KX, 1< p < N;. Setting

(ep)j=e}, the k-th MOS basis function is given by

1 N

Ze];}?R (wjs )—\/—)sz(ep)iX;R-

=1
It is easy to get (¢p,¢1)v = 5p,l/ 1<p,I <N;. Then it holds that

Ni
M (w,s)) z;ﬁjej(wm(s)
Fa

where {Q]'(w)};.\]:tl are given by

Thus, we get the decomposition

§R( w],) Z[Q] w)pj(s)

The steps for constructing a MOS basis matrix are summarized in Algorithm 1.

Algorithm 1: MOS Algorithm.

Input: Snapshots {2V (w1,s),8V (wa,s), -, (wn,,5) } ERVY,N; <N and
MOS dimension N.
Output: MOS basis matrix ¥R = [y, yR] and ¥! = [y],--- L] € RV*N.

1 Take the real part and the i 1mag1nary part of the snapshots
. N N
:{%(”N(wjrs)}j:tl/ ={S(n (w]/ )}]‘:tl-
2 Compute covariance matrix KR =(X®TxR —KI=(xHTx!
3 Calculate eigen-decomposition KR =YRDR(YR)T, K!=YID!(Y!T,
where DR =diag((cR)?,-+-, (R )?), D' =diag((c])?,--,(d} )?).
4 Construct the MOS basis matrix
1I;R XRYR (DR) 1/2, TI:XIY%\](DZI\I)_l/Z’
where YR =YR(;,1:N), DR =DR(1:N,1:N), Y, =Y!(;,1:N)
and D} =D1(1 :N,1:N).
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4,2 Affine forms of nonlinear terms

It is computationally inefficient to directly use the nonlinear terms obtained from
the MOS method to reduce order solution, and the computational complexity
of the nonlinear term depends on the dimension of the full order system. To
overcome the difficulty, an effective way is to approximate the nonlinear function
by projecting it onto a subspace. The subspace is spanned by a basis of dimension
Q< N [9]. By projecting a nonlinear function /1:s € P¥ — hi(u(x,w,s)) € RV onto
a subspace spanned by a basis H, the approximation

h(u(w,s),w,s) =h(u(w,s),w,s)=H-c(w,s), (4.2)

where H=[hy,---,hg] € RN *Q. This basis function is generated by sampling the
evaluation of snapshots (i (w,s)) at values shpp, (i=1,...,Ng (Ng > Q)) and
then calculating the Q modes by the SVD of these snapshots. Here c(w,s) €R€ is
the corresponding vector of coefficients that can be uniquely determined by

PTh(u(w,s),w,s) = (PTH)c(w,s), (4.3)

where P={e,, - ep,} € RN *Q and e, =10,---,0,1,0,---,0] € RV is the p;-th col-
umn of the identity matrix I € RV*V (i=1,...,Q). Suppose that PTH is nonsin-

gular. Then the coefficient vector ¢(w,s) can be determined uniquely by Eq. (4.3)
and the final approximation form (4.2) becomes

h(u(w,s),w,s) =H-c(w,s)=H(PTH) " 'H i (u(w,s),w,s). (4.4)
To obtain the approximation (4.4), we must specify
1. the projection basis {h,---,hg},
2. the interpolation indices {1,--,po} used in P.

The construction of the basis and the selection of interpolation points are sum-
marized in Algorithm 2. In practice, the number of iterations Q typically results
in a sufficiently small error epgry. So we can ignore the interpolation errors be-
tween /1 and /1 in the subsequent process.

Remark 4.1. The DEIM is suitable for nonlinear forms with explicit expressions.
However, in this paper, the Fourier transform in time is employed. The nonlinear
terms may not have an explicit expression depending on the frequency solution
1(w). To address this, data interpolation is necessary to map the nonlinear time-
dependent discrete data to frequency-dependent data points. Consequently, the
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Algorithm 2: DEIM Algorithm.

Input: A set of snapshots ZR := {i(R(2V (w,s;))) fin CRY,

Zh={h(S@N (w,5:))) 1, CRV.
Output: A set of indicators pR =[pR,--- ,pg]T, pl=[pl, ~,pé]T €RR.

1 Compute a set of linearly independent basis
{hR hl,1<i<Q}=MOS(zR,Z',Q);
[~ 91| =max{|hf [}, [~,p1] =max{|h|};
Hy=[if], Pr=[e x], §" = [p1]; Hi=[h1], P1=[e 1], ' =[p1];
fori=2:Q do
Solve (PEHR)cR=PEhR, (PTH|)c!=PIh! for c® and c/;
rR:th—HRcR, rI:hZ.I—HICI;
[~ =max{|rR[}, [~ o] =max{|r!|};

s | Hr< [Hg hX], Pr+[Pg egR], PR« {@R}, H;<[H; h!],

@ N

NS dan e

L1
P+ [P e’,*1<—[p}.
1 [P; piz] o ol

9 end

resulting discrete solution is parameter-dependent. To obtain the affine form of
Eq. (4.2), we employ the Chebyshev interpolation in Section 2.4. Since the non-
linear term does not require coercive, unlike bilinear forms, a regularization term
is unnecessary. The separation form of the nonlinear terms is as follows:

~ M S_S‘
b~ — L - J
hahyg = Z_: ©;, (s)h((w,5m),w,5m), O, (s):= lj p— (4.5)
m=0 j=0 ]
j#m

4.3 MOS-greedy algorithm

The goal of this paper is to employ the MOS-greedy algorithm to select the basis
function and perform model reduction. To initialize the MOS-greedy sampling
procedure, we define a training set E,in and an initial sample sy. The cardinality
Of Eirain is denoted by |Eirain| = Mtrain. The algorithm depends on two suitable
integers N and Nj. The detailed procedure is described in Algorithm 3.

As described in Section 3.2, Ay provides a cheap posteriori error bound for
| —un]|. In the above process, we can also set the desired error tolerance €
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Algorithm 3: MOS-greedy Algorithm.

Input: A training set Eirain and snapshots X R XT 50 € Eirain, N1, No.
Output: The RB approximation spaces
Vi =span{k,¢f,1<j <N}, 1< N < Npax.

1 Initialize n=1,YR =0, Y1 =®,s, =s,.

2 Compute the optimal basis functions with regard to different frequency
levels {yf, ¢, 1<j<Ni } = MOS(XR, X!,N;) by Algorithm 1.

s Update VX {8 {1 <j<Ni}}, Y (V) {9], 1< <Ni}},
N <+ N+Ns.

4 Construct the RB approximation spaces via MOS algorithm again, i.e.,
{¢},.01<j<N}=MOS(Y*, V' N).

5 Update Eirain With Etrain ¢ Etrain = Strain \ Sn, for each s € Eyin, evaluate
the error Ay by (3.8).

6 Choose 5,1 =argminAy, and set er, = max Ay.

= SEE rai
SE€ Eirain train

7 n<—n+1.
8 Return to Step 2 if er;, <er,_1, otherwise terminate.

and stop the procedure when Ay <€y, The selection of N satisfies the internal
MOS error criterion, which is based on the sum of the usual eigenvalues and €.
The choice of N, < Nj is to minimize repetition in the RB space. It should be
noted that the MOS-greedy algorithm easily selects duplicate s, in continuous
greedy cycles. Therefore, in the MOS-greedy algorithm, we delete the parameters
that have already been selected. In this paper, MOS operates on one (frequency)
dimension, and the greedy explores other (parameter) dimensions. Therefore,
for large parameter domains and a wide range of parameter training samples,
this process is still computationally feasible. Compared to the standard MOS
algorithm, which requires computing FEM solutions for all training samples, the
MOS-greedy algorithm computes significantly fewer FEM snapshots due to the
greedy iteration, enabling rapid and uniform convergence across the parameter
domain.

During the MOS-greedy sampling procedure, the best approximation  of /1 is
employed to minimize errors from the discrete empirical interpolation. In order
to clearly illustrate the proposed method, the algorithm is summarized in the
flowchart shown in Fig. 2.
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O 7T Offline
. one Offline Compute and store the
A training set Generate a full :
= 4 del full order matrices
Etrain order mode M“’,M,Asm,Ag,fR and fl
Algorithm | 3
Offline

Construct the basis functions
{éﬁ ;I;]:1 and {Cé 2]:1

Offline
Compute and store the
s-independent reduced order matrices
MR MR, MY, Mg, AR, Al Ak Asiv A,
AZIAsll AsZrBNrBNrBerZIfN/fN’fl and f2

Online T Online
For any new ?nhlne Solve the reduced
parameter s Establish a ROM order solutions #{ and u;

Figure 2: Flowchart of MOS-greedy method.

5 Numerical results

We demonstrate the effectiveness of the proposed MOS-greedy algorithm through
two numerical examples for solving nonlocal diffusion models. In Section 5.1, we
address a nonhomogeneous nonlocal heat equation with random inputs. In Sec-
tion 5.2, we solve a parameterized nonlocal reaction-diffusion equation. Here,
we only considered the error caused by the RB approximation. The error of the
finite element discretization and Fourier transform is not considered, where more
details can be found in [5,31].

For the computational domain in this paper, spatial domain 3 = (0,1). The
other model parameters used are set as

5=1/8, Ax=1/128, At=0.001, T=1, M=32, n;=|Eam|=20.

Let 11y be the solutions of the proposed MOS-greedy algorithm, and 4V be the
reference (full order) solutions, which are solved by FEM. Then the relative mean
error in the weighted L? norm is defined as

I

1 i [0 (x,w;s;) — N (x,w0;8;)

, 51
n 7Y (x w352 61

error =
i=1

where 91 is the number of samples.
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5.1 Nonhomogeneous nonlocal heat equation with random
inputs

In this numerical example, we consider a nonhomogeneous nonlocal heat Eq. (2.1)
with h=0. Here P*=[1/3,157/300] and the true analysis solution

u(x,t,8) = (s(x* —x*)+s(x> —x°)) exp(—1?).

Using the Fourier transform for u(x,t,s),

W2
(x,w,8) =/ (s(x* —x*) +5% (x> —x°)) exp <_I) :

Then the right hand-side can be derived as

wZ
Flnsos) = =iv/o (s =x) 22 ) exp -

3 5 25—2 , w?
+V7 (20x +12x% —6x—2+ (5x+1)§(5 ) exp (_T) .
In addition, we have a homogeneous initial condition, and the volume constraint
is given by
$(x,w,s)=1(x,w,s), xe&[—6,0/U[1,1+6].

In this example, w* = 4.87, N, =6, N; =5 and N, =4. 1000 samples are used in
Algorithm 3 to construct the RB approximation spaces. To assess the accuracy of
the reduced order solution, we compare the mean of the reference solution and
the reduced order solution (with 6 basis functions) across 1000 samples, as shown
in Fig. 3 (left). It shows the reduced order solution is a good approximation of the
reference solution. Fig. 3 (right) further illustrates the reduced order solution for
varying parameters, revealing a nontrivial parameter dependency.

We randomly choose 1000 samples and compute the average relative errors
defined as Eq. (5.1). The average relative error against the number of the basis
functions is shown in Fig. 4 (left). Additionally, Fig. 4 (right) plots the average
relative errors versus different time levels for N =2,4,10. By Fig. 4 (left), we find
that the average relative error decreases when the number of the basis functions
N increases. To further demonstrate the effectiveness of the proposed method,
we plot the means and variances of the reference and reduced order solution
in Fig. 5. To construct the ROM, the number of basis functions is N = 6. From
this figure, we find that the mean and variance profiles for the reference and
reduced order solutions are almost identical. This shows that the proposed MOS-
greedy method can provide a good approximation for the nonlocal problems with
random inputs.
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Figure 3: The mean of the reference and reduced order solution with N =6 (left) and reduced order
solutions with different parameters (right).
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Figure 4: The average relative error against the number of the basis functions (left) and the average
relative error versus different time levels for N =2,4,10.

5.2 Nonlocal reaction-diffusion equation with nonlinear terms

In this numerical example, we consider the nonlocal reaction-diffusion model
(2.1) with h(u,t,s) =u—u>. For this example, P*=[1/3,1/2] and the exact solution

u(x,b5) = ssin (27r (w%)) fexp(—£2).

After the Fourier transform,

2
i(x,w,s)= —i\/T%ssin (27‘( (x—i—g) ) wexp (—%) .

We set w*=1.23, N, =5, N1 =5, N, =3 and choose 1000 samples.
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Figure 5: The mean and variance of the reference and reduced order solution with N=6. The first row
is the mean profiles and the second row is the variance profiles.

—

Here the nonlinear term does the Fourier transform with respect to time and
lacks an explicit representation in terms of i(w). Consequently, data interpola-
tion is required to map the time-dependent nonlinear discrete data to frequency-
dependent data points. This results in a parameter-dependent discrete solution.
In this case, the nonlinear term is treated similarly with bilinear to obtain the
affine form (4.5).

For this example, we present the results as shown in Figs. 6-8. Fig. 6 (left)
shows the mean of the reference and reduced order solutions, computed using 6
basis functions for the nonlinear diffusion problem across 1000 samples. Fig. 6
(right) displays the reduced order solutions of (3.4) for varying parameters s,
demonstrating the method’s ability to provide efficient and accurate approxima-
tions for nonlocal problems with nonlinear terms.

To visualize the relative errors against the number of basis functions, we plot
the average relative error corresponding to the different numbers of the basis
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Figure 6: The mean of the reference and reduced order solution with N =6 (left) and reduced order
solutions with different parameters (right).
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Figure 7: The average relative error corresponding to the different numbers of the basis functions (left)
and the average relative error versus different time levels with N=2,4,6.

functions in Fig. 7 (left). The results demonstrate that the relative error decreases
as the number of basis functions increases. While the rate of reduction slows
slightly after 3 basis functions, the relative error continues to decline as the num-
ber of basis functions increases up to 11. To further demonstrate the relation-
ship between relative error and time, we show the reduced order solutions with
N =2,4,6 in Fig. 7 (right). The relative error decreases against the time and the
number of basis functions.

Finally, Fig. 8 compares the means and variances of the reference and reduced
order solutions. The nearly identical profiles for both mean and variance con-
tirm that the nonlinear ROMs provide an excellent approximation to the reference
models, validating the effectiveness of the proposed method.

To highlight the advantages of the proposed methods, Table 1 lists the average
online CPU time and average relative error of the FEM and MOS-greedy method
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Figure 8: The mean and variance of the reference and reduced order solution with N=6. The first row
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against the time. From the perspective of relative error, the proposed reduced
model can provide good approximates of the full order model. Additionally, the
MOS-greedy algorithm significantly improves computational efficiency. Com-
pared to FEM, the proposed method performs well for both linear and nonlinear

Table 1: The average online CPU time and the average relative error by using FEM and MOS-greedy
algorithm with N=6.

Strategies t=0.5 t=0.75 t=1
FEM (Section 5.1) 1.261e+02s | 1.461e+02s | 1.521e+02s
CPU time MOS-Greedy (Section 5.1) | 2.081e-02s | 4.381e-02s | 5.561e-02s
FEM (Section 5.2) 1.481e+02s | 1.921e+02s | 2.291e+02s
MOS-Greedy(Section 5.2) | 2.561e-02s | 5.511e-02s | 7.351e-02s
) MOS-Greedy (Section 5.1) | 6.05e-04 6.00e-04 6.67e-04
Relative error .
MOS-Greedy(Section 5.2) 9.67e-05 6.30e-05 4.51e-05
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nonlocal models as time progresses, demonstrating its efficiency and effective-
ness for solving nonlocal problems.

6 Conclusions

In this paper, we have proposed the method of snapshots and greedy (MOS-
greedy) algorithm based on the frequency-domain for parameterized time-de-
pendent nonlocal diffusion models. Since solving the full order model directly
for each input parameter is expensive, we apply the Fourier transform and MOS-
greedy algorithm to construct a ROM. The MOS-greedy algorithm is used to se-
lect the basis functions. For time-dependent nonlocal equations, the temporal
term has a greater impact on the model reduction. The Fourier transform is em-
ployed to address this issue. It converts the time-dependent parabolic equation
into a frequency-dependent elliptic equation. This can eliminate the influence of
time and achieve the goal of model reduction, which improves computational ef-
ficiency. Then an offline-online computational decomposition is achieved in the
MOS-greedy algorithm. This is very desirable for predicting the outputs of mod-
els for various stochastic influences.

In future work, we will continue to explore ROMs for nonlocal problems, such
as the high-dimensional complex nonlocal equations, and compare the advan-
tages and disadvantages of different methods for nonlocal equations.
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