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Abstract. This paper is concerned with the numerical analyses of finite element meth-
ods for the nonlinear backward stochastic Stokes equations (BSSEs) where the forcing
term is coupled with z. Under several developed analysis techniques, the error esti-
mates of the proposed semi-discrete and fully discrete schemes, as well as their bound-
edness, are rigorously presented and established. Optimal convergence rates of the
fully discrete scheme are obtained not only for the velocity u and auxiliary stochastic
process z but also for the pressure p. For the efficiency of solving BSSEs, the proposed
numerical scheme is parallelly designed in stochastic space. Numerical results are fi-
nally provided and tested in parallel to validate the theoretical results.

AMS subject classifications: 60H35, 656M60, 65M15, 76 D07

Key words: Backward stochastic Stokes equations, variational methods, finite element method,
error estimates.

1 Introduction

We consider a class of nonlinear backward stochastic Stokes equations defined on a com-
plete and filtered probability space (Q2,F,IP,FF)

—dut—vAutdt—l—thdt:f(t,x,Wt,ut,zt)dt—ztth in [O,T) XD, (1 1)
V-u; =0 in [0,T)xD '
with the associated terminal and boundary conditions
ur=¢@(x,Wr) in DxRY, (1.2)
u;y=0 on [0,T)xdD.
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Here F = {F}}y<,<7 (T the final time instant) is the natural filtration of standard Brow-
nian motion W; := (W}, W2,.. .,Wf )T and Fy containing all the IP-null sets of . D C RY,
d=2,3, is a bounded domain with Lipschitz continuous boundary, v > 0 denotes the
fluid viscosity. The velocity u, pressure p and auxiliary stochastic process z are unknown
F-adapted stochastic processes, i.e. (u,p,z):[0,T] x DxQ— R¥ xR xR?*4, the function
£:[0, T)xDxRTxR¥xR**1—R? and terminal condition ¢:DxR1—R? are given functions.

The theory of the backward stochastic differential equations (BSDEs) is well studied
in the past several decades and their related applications have been successfully made
in the fields of stochastic optimal control, mathematical finance and nonlinear partial
differential equations, etc., see [25,30, 36,39, 40, 42, 43] for details. By incorporating the
physical principles into BSDEs, we come to the backward stochastic partial differential
equations (BSPDEs), which also have a long research history, see [29]. As a specific case,
BSSEs can be viewed as a stochastic backward evolution problem where the velocity
profile at a final time instant T is observed and given. The importance of BSSEs can also
be reflected by the stochastic optimal control problem in fluid dynamics. The existence
and uniqueness of BSSEs have been studied in a nonlinear Navier-Stokes form by [32,34].
For general BSPDEs, many theoretical works are also conducted, see [2,9-12,18,20,21,24,
28,33,38] and references therein for details.

In the stochastic context, the stochastic Stokes equations usually consist of two types
of models, that is, the forward stochastic Stokes equations (FSSEs) and BSSEs which are
totally different since they inherit different stochastic natures [8,30,39]. The FSSEs with
primary variables (u;,p;) are formulated in the forward direction of time. However, the
BSSEs are formulated in the backward direction of time with a triple of unknown stochas-
tic processes, i.e. (us,pt,z¢) in (1.1)-(1.2). As for application, the FSSEs is concerned with
how to recognize an objectively existing stochastic process and the BSSEs is mainly con-
cerned with how to make a system achieve the desired goal in a randomly disturbed en-
vironment. In the view of control, the unknown process z; plays a controlling role such
that there exists a progressively measurable u; satisfying the model (1.1) with a given ran-
dom final condition u7. Up to now, many significant contributions are already developed
in the existing works for the FSSEs and their related models [3-7,13,14,19,22,26,27], etc.
However, to our knowledge, there are no related numerical analysis works for BSSEs in
the existing literature. Compared with FSSEs, BSSEs with an extra variable z have more
complicated stochastic nature and larger computational complexity. Hence, to design the
efficient numerical scheme and theoretical analysis methods for BSSEs, some new tech-
niques should be considered. Therefore, BSSEs are worth receiving a separate study and
analysis.

The finite element method as one of the popular numerical methodologies is success-
fully used for solving stochastic partial differential equations (SPDEs). In this paper, we
focus our attentions on the finite element method for BSSEs. Beyond the theoretical tech-
niques used for FSSEs, to address their own special stochastic properties of BSSEs, we
seamlessly combine the techniques of finite element method, sub c-algebra techniques
and conditional expectation, etc, together. To solve the huge computational complexity
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of BSSEs, the proposed numerical schemes are efficiently designed to be synchronously
parallel in the random space. The parallel techniques we proposed for BSSEs based on
sub o-algebras are totally different from those for FSSEs, where the numerical simula-
tions are parallelly done pathwisely. For the coding, high performance parallel comput-
ing techniques with MPI-RMA techniques are employed. The main contributions of this
paper are:

(1) The proposed finite element methods for BSSEs are synchronously parallelizable
in random space and can be efficiently solved.

(2) The rigorously numerical analyses of BSSEs are provided. Optimal convergence
rates of the fully discrete scheme are all obtained for (u,p,z), respectively.

(3) The numerical tests are realized on HPC cluster and demonstrate the feasibility of
the proposed scheme.

(4) This paper may bring some novel insights for solving more complicated backward
stochastic models in fluid dynamics.

The reminder of this work is organized as follows. In Section 2, some useful spaces
and notations are introduced, we define the variational solution of the BSSEs (1.1)-(1.2),
several assumptions and lemmas are also given. In Section 3, we introduce finite element
Galerkin approximation. Based on the variational solution, we present semi-discrete fi-
nite element scheme and give its error estimate in Section 4. Then we further propose
a fully space-time discrete scheme for solving BSSEs (1.1)-(1.2) and give its numerical
analysis results in Section 5. In Section 6, numerical tests are presented to verify our
theoretical conclusions, followed by some conclusions in the final section.

2 Notation and preliminaries

For me NT,1< p < oo, we use the notation W (D) for the Sobolev space with the
norm ||-||yym, (see [35]). Further, we denote Hilbert space W™2(D) by H™(D) with in-
ner product (-,-), and norm ||-||,,. Let H} (D) be the subspace of H!(D) with vanishing
boundary condition on 9D, and L?(D) be the Lebesgue space of square integrable func-
tions endowed with the inner product (-,-) and norm ||-||. In this paper, considering the
inner products of vector-valued function space (L?(D))? (respectively (H™(D))%) and
matrix-valued function space (L?(D))4*1 (respectively (H"(D))?*) are both defined as
the sum of component-wise inner products, we let (-,-) (respectively (-,-)) denote their
corresponding inner products for notational simplicity, which can further induce the cor-
responding norms denoted by ||-||, respectively.
For the study of our model (1.1)-(1.2), the following spaces play fundamental roles:

X=(H\D))", Zz=(H)(D))",
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M=L13(D)= {qeLZ(D) : / qu:o},
D
V={veX:(V-v,q9)=0,Yqge M}.
In the stochastic setting, for a Hilbert space H, LZ(Q,]-"t ;H) denotes the space of
Fi-measurable and H-valued stochastic variables ¢ satisfying E[||¢||%;] <oo, where E[] is

the expectation operator. Let L"-([0,T];H) denote the space of all the F-adapted H-valued
processes ¢(t) satisfying

E[ [ lolar] <o

Moreover, we use Cx([0,T];L?(Q), H)) to represent the space of all the F-adapted H-valued
and mean square continuous processes satisfying sup,,.7E[[|¢(t)||3,] <.

In what follows, the assumptions of terminal condition ¢ and function f in (1.1) and
(1.2) will be needed throughout the paper.

Assumption 2.1. Assume that the terminal condition ¢ is 7-measurable and belongs to
L*(Q, Fr;(H*2(D))%), k> 1.

Assumption 2.2. The function f is uniformly Lipschitz continuous and satisfies the stan-
dard linear growth with positive constants L’ and C;. For any u,u’ € R?, 2,2 e R4%7, we
have

|f(t,x,&u,z)—f(t,x,u' 2 )| <L (ju—u'|+|z—2'|), (2.1)
f(t2,8u,2)| < Cr(1+]|ul+|z]). (2.2)
Let us introduce the Itd’s formula for model (1.1)-(1.2).

Lemma 2.1 (1t6’s Formula, [8,39]). Assume that functional ®:[0,T] x L2(Q,F;;H) — R, and
its partial derivatives ®}, D, D, are uniformly continuous. Then for t€[0,T), there holds P-a.s.

T T
q)(t,ut):q)(T,uT)—i—/t Z[q)(s,us)]ds—/t (D), (s,15),2sdWs) (2.3)
with
L[ (s,s)] = —Pi(s,us) +(vAus — Vs + fi, P, (s,us))

1
—§<®;’u(s,us)zs,zs>.

According to Itd’s formula in Lemma 2.1, the boundedness of (u,z) is established in
following lemma.

Lemma 2.2. Under Assumptions 2.1 and 2.2, suppose that F-adapted (u,p,z) valued in X x
M x (L%(D))**1 is a solution of BSSEs (1.1)-(1.2). Then there exists a positive constant C >0
such that

T T
]E[|\ut”2]+2v/t 1E[|\Vus”2]ds+%/t E[|z]2]ds < C(E[|lur|?] +T).  (4)
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Proof. Applying Ito’s formula in Lemma 2.1 to ||u;||?, we have
2 (T e 2, (T
JuelP+ [ 2ol ds = lur )P+ [ (2us,vius—Vpo+ £)ds
T
- / (2115, 2sdWS). 2.5)
t

Using the integration by parts and taking mathematical expectation E[-] in (2.5), we ob-
tain

2 T 2 T 2
B[] +2v [ E[IVul?)ds+ [ E[]z]*]ds

T T
—E[||ur]?] +2/t ]E[(V-us,ps)]ds—m/t E[(us, ;)] ds. 2.6)
Under the linear growth of f in Assumption 2.2, it is clear that there is a constant C; >0

such that ) )
£l < Gy (L[> + |24 ) - (2.7)

With V-u; =0 and the Cauchy-Schwarz inequality, combining (2.6) and (2.7) gives
2 T 2 T 2
E[uel) +2v [ B[] ds+/t B[]z ds
B[ furl?] 42 [ Bl(us, )4
<E(lurl?)+ [ 26 ue]P] + 5 B ds

EfurlP]+ | B[ (26145 )nusn +5(ll+1) | as 28)
It follows that
2 T 2 e 2
B[] +2v [ E[|Vu?]ds+5 [ E[z]*] ds
1\ [T T—t
lE[||uTH2]+<2Cl—|—§>/t E[lus||*] ds+—— (2.9)
Then, by backward Gronwall’s inequality [39], the proof is completed. O

We further state the Holder continuity of u in time with the following lemmas.

Lemma 2.3. Under Assumptions 2.1 and 2.2, suppose that the [F-adapted stochastic processes
(1,p,2) ECr <[O,T];L2(Q, (Hk+2(p))d)) xCr <[O,T];L2(Q,(Hk+1(D))d)>
xCr ([0,TL2(0, (H (D)) ).
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Then for t € [s,T],s >0, there exists a positive constant C such that

E (||~ ug][2] < Ct ) (1+ sup E[Hurnim||pf||i+l+uzfui]). 2.10)

s<t<t

Proof. Letting T € [s,t] and applying It&’s formula in [8] to ||u — us]|7, one knows

t ot
Hut—uSH%:—Z/ (uT—us,vAuT—VpT+fT)de+/ |z |2dt
S S
ot
+2/ (uT_us,ZTdWT)k. (2.11)
S

Taking the mathematical expectation E[-| on (2.11) and applying Cauchy-Schwarz in-
equality, we obtain

t t
IE[Hut—uSH%] g(v+2)/ IE[HuT—uSH%] dT+1// lE[HAuTH%] dt
S S

t t t
+ [ElVplf e+ [ E[IfIEdr+ [ E[lzfldr.  @12)

Then (2.2) makes it obvious that

2 t 2 £ 2
E{[foer —us ] SC[/S E[[Jur —us|i] d7+/s E[l|pelli]dT
ot
+ [ HE sl o) +E el e 213)

By the Gronwall’s inequality, it follows that
E [[lue—uslf] < A+E[Juclf o] +E [llp<llf ] +E[ 20 ]F]) dT

<cle=s) (14 sup Blluclf oo Il =R ), @19

s<t<t
which ends proof. O

For the design of the parallel algorithms for BSSEs, the following sub-c¢ algebra should
be considered. We set Fi¢ (s <t <T) as a o-algebra generated by Brownian motion
C+AW,r with AW, = Wy —W;,s < T <t starting from the time and stochastic space
point (s,&) and set F>¢:=Fy ¢ We denote IE?’ér [-] as the conditional expectation operator of
the random variable under the o-field F7¢, i.e. E¥¢[.|=E[-| F*], and let ES[-] = E[-| F/*].
Further, according to Feynman-Kac formula in [31], there is a function y(t,x,{) € cl22
such that u(t,x) =y(t,x,W;), z(t,x) = Vzy(t,x,W;), where V¢y denotes the gradient of y
with respect to &= (&1,2,...,8) .
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Lemma 2.4. For BSSEs (1.1)-(1.2), we assume that their solution
(u,p,2) € L% ([0,T); (H*(D)) ") x L2 ([0, T; H*3(D)) x L2 ([0, T); (H*2(D)) ™).

Under Assumptions 2.1 and 2.2, for any s,t € [0, T] with s <t, there exists a constant C >0 such
that

2 t
|!E§[ut—us]|!k+2ﬁc(f—5)/s S [llucllf s+ 1Pl +llzc 7o) dT, (2.15)
o t
B [ (1t —us) AW, ] Hk+z§C(f—S)/S B [llucllf s+ Ipells Iz 7 o)de. (216)

Proof. The proof can be directly completed with the similar techniques as those in Lem-
ma 2.3. For further details, we refer to [33]. O

To formulate the BSSEs (1.1)-(1.2) in the variational framework and provide the defi-
nition of a variational solution. We multiply (1.1) with test functions (v,q) in X x M and
integrate over the space domain. Using the integration by parts with respect to the spatial
variable, the variational solution of (1.1)-(1.2) is given as follows.

Definition 2.1 (Variational Solution). A triple of IF-adapted stochastic processes
(w,p.2) € (Cr(I0.THLHOQ X)) NLE(0,T];X)) x L((0,T1:M) x L3-((0,T]; (L2(D) )

is called a variational solution of BSSEs (1.1)-(1.2) if it satisfies almost surely for all t € [0,T),
veXandgeM

T T
(ut,v)+/ v(VuS,Vv)ds—/ (ps,V-v)ds
t t

= (uT,v)+/tT(fs,v)ds— (/thdes,v>, (2.17)

(V-u,q)=0. (2.18)

In addition to lemmas above, we also provide a useful lemma that will be needed
subsequently.

Lemma 2.5 (Discrete Backward Gronwall’s Inequality, [39, 44]). Let x;,by,c > 0 and
am >0 for m=N,N—1,...,1, and let the sequence a,, be nondecreasing. Then if

N
XmtCm<am+ Y, Atbyxy,
n=m+1

we have

N-1
X+ O < amexp <At I an) . (2.19)

n=m
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3 Finite element Galerkin approximation

Let {7} be a family of regular triangulations of D with maximum mesh size & >0 and
Pi(K) denote the set of polynomials of degree less than or equal to k € N* on element
K € T;. We define the finite element spaces (X, My, V},Zy,) C (X,M,V,Z) as

Xy = {oy € (CU(D))"NX : vy|x € (Pesa (K))", VKET;,
M, ={g,€C*(D)NM : g4k € Px(K),YKE T, },

Vi={vn € Xy, : (V-0p,q1) =0,Y9, € My },

Zy={z,€ (CO(D))"'NZ : zy|x € (Pesa (K)) ", VK €T}

such that the discrete Ladyzhenskaya-Babuska-Brezzi (LBB) condition [35] is satisfied

Vv, -
pr—lﬂQZme Y, €My, (3.1)
v EXy vah H
vh;éO

where C is a positive constant.
Referring to [16,17,35], we introduce Stokes projection S, : X x M — X, x M}, such that

v(V(u—8uu), Vo) —(p—Spp,V-v,) =0, Vo, eXp, (32)
(V-Spu,gn) =0, Vi € My, '
and L2-orthogonal projections Py : (L?(D))4 — Vj, and Py, (L2(D))**7— (V},)7 as
(w,v) = (Ppu,vp), Vo, €V, (3.3)
(zwp) = (Ppz,wy), Vwy € (Vy)T. (34)

The operators S;, P, and P, follow the classical approximation properties (see [16, 23]).
For all u € (H*2(D))%,p € H*1(D),z € (H*2(D))¥*1, there is positive constant C inde-
pendent of & such that

=S| +h(|V (= Syn) |+ p—Sup ) CHH2(lull o lIpllr), (35)
= Pysa| 5|V (e =Py | < CH2 [l (36)
=Pyl +A1|V (2= Pyz) | < CH2 2]l (37)

4 Semi-discrete finite element method

Based on the variational form (2.17), a semi-discrete finite element scheme in space for
solving BSSEs (1.1)-(1.2) is given as follows.



Y. Sun, W. Zhao and W. Zhao / CSIAM Trans. Appl. Math., 6 (2025), pp. 31-62 39

Scheme 4.1. Given terminal conditions
I/lh(T) :ShM(T), ph(T) :Shp(T), Zh(T) :IPhZ(T)
solve for
(un, puzn) € (Cx([0, T LA (Q, X)) NLE([0, T Xn)) x L3([0,T];My) x L3 ([0, T];Z5,)

with boundary conditions u,(t) =0,z;(t) =0 on 0D such that for all t € [0,T),v;, € X},
qn € My,

T T
(uh(t),vh)—i—/t V(Vuh(s),Vvh)ds—/t (pn(s),V-vy)ds
= (up(T),vn) —l—/tT (fu(s),0n)ds— (/thh(s)dWS,vh>, (4.1)

(V-un(t),qn) =0, (42)
where we denote f(s,x,Ws,uy(s),z;4(s)) by fu(s) for simplicity.

To provide the boundedness of Scheme 4.1, we need to introduce the following dis-
crete operator Ay : V), =V}, defined by

(Ahvh,wh):—(Vvh,th), Yo, wy €Vy,. (4.3)

Then the semi-discrete problem (4.1)-(4.2) is equivalent to find uj, € L%([0,T];Vy,),z; €
L%([0,T];Z;) such that

uh(t):uh(T)+/t.TVAthdS+/tT,thh(S)dS—/tT]PhZdeS,
up(T) =Spu(T), zu(T)=Ppz(T).

(4.4)

Theorem 4.1 (Boundedness). Suppose Assumptions 2.1 and 2.2 hold and (uy,(t),p(t),z,(t))
is a solution of semi-discrete Scheme 4.1. Then there is a positive constant C such that

IE[Huha)HZ]+/t'T(vIE[Hwh<s>HZ]+1E[th<s>uz])dsSC(Huh<T>HZ+T>. (4.5)

Proof. Considering (4.4) and applying Itd’s formula to ||uy(t)||%, with the backward Gron-
wall’s inequality [33], we can directly end the proof. O

4.1 Convergence in space for Scheme 4.1

To derive the error estimates of semi-discrete finite Scheme 4.1, we introduce the follow-
ing notations:

e, =ur—uy(t), e=z—z,(t),
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oL =ui—Su, 0L =Spu—uy(t),

ol =z —Puz;,  6.=1Pyzi—2z,(t),
ejf :ft_fh(t) :f<tl'xlwtlutlzt) _f(tlxlwtluh<t)lzh<t)) .

Now, we are ready to give the error estimates of Scheme 4.1 in the following theorem.

Theorem 4.2. Assume that Assumptions 2.1 and 2.2 hold and the variational solution of (2.17)
satisfies

(u,p,z) € (C;([O,T];LZ(Q,XO (Hk+4(D))d)) N ([0,T);XN (Hk+4(D))d))
x LZ ([0, T; MNH3 (D)) x LZ([0, T}; ZN (HF2(D)) 7).

Then for F-adapted random field (uy,, py,zy), by setting uy(T) =Suu(T), and z,(T) =P,z(T) in
Scheme 4.1, there exists a positive constant C that is independent of h such that

t12 T s (172 LT 512 2(k+1)
E[|let| ]+v/t E[||Ves ] ds+§/t E[||eS||*] ds < Ch20+1), (4.6)

Proof. Setting v=1j, in (2.17) and (4.1), separately, and subtracting (4.1) from (2.17) yield

T T
(e;,vh)+/t v(V@f,,VUh)ds—/t (Snps—pu(s),V-vy)ds

T T
= (ey,vn) +/ (ejf,vh) ds— </ eidWs,vh> : 4.7)
t t

According to the definitions of the discrete operator Ay, L?-orthogonal operators Py
and Py, (4.7) can be equivalently written into the following form:

T T T
Pyel, +/ —vAL0;ds= PheLleL/ Phef(ds—/ Py dW;. (4.8)
t t t
By applying It6’s formula to || Pyel, ||?, it follows that

T T
Hm;”%/t |]11’he§H2ds+2v/t (VPyes, V6 ) ds
T T
= || Pyl |P+2 /t (Pucs, Puet) ds—2 /t (Pres, e dWs). (4.9)

Here, we note that Pye5, = Ppus —uy,(s), Pres =Pjzs —z,(s), and define

05 i =us—Pyus, 05 :=Ppus—uy(s),
0 =zs—Ppzs, 05:=1Pzs—2z,(s).
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One can check that the following equality holds under the definition of e}
(VPye;, V6,) = (V0;,V6;,) =— (V@ Ve;,) +(V6;,V6;,) + (Ve Ve;). (4.10)
By above equality and taking [E[] to (4.9), then we get
)7+ [P ds 2y [ (6 7s
BT +2v [ (E[(V73,965)] —E[(Vp3, 98] ds
42 / (85, Pher)] d (4.11)

It remains to estimate the terms on right side of (4.11). By applying Cauchy-Schwarz
inequality, we have

2 [ (7, V) ds<2v [ R[]V Vo] ds

Sv/t'TIE 2| Vg +HVzSH ds, (4.12)
) ]
2 [ (o, Ve ds<2v [ K[|V 96 ds
i e

gv/tT]E 2Hfo,H2+M ds. (4.13)

Due to the Lipschitz condition of f, a direct computation shows that there is a positive
constant L such that
lefll < Z(let | +[lez])- (414)

Since ||Pyef || <[/}, then we get
2 [ (6, Prey) | < 2L [[|00 ] (Il | + 1165 ][+ [l + 1| 6=[])]

<2L(2L+1)E[||65 %] +E

el o+ LA | e
Substituting (4.12), (4.13) and (4.15) into (4.11), it follows that
B(J0 7] +5 | Bl ds+v [ B[]S
<[5 1) +2 2L +1) [ B(5 P dsva [ (|9 m

+2v/t E[[|Ves | ds+/t E[|65]] ds+/ 17| (4.16)
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Then by the backward Gronwall’s inequality one gets
Gt 112 1 T s (12 T S 2
E[8:]%)+5 [ @) ds+v [ E[|ver]]*ds
12 s 112
<C(BIEIP v | VR sty [ BT ds

+ [ Bl st [ Bl ). a1)

Consequently, using triangle inequality we can derive that
PTESUND S T T 51172
B[, "] +5 [ Elllez|]ds-+v [ B[] Ve ) s

<c (BTl + [ Bl as | Bl

T
v [ B9 sty [ VR )
< Chr2k), (4.18)

which establishes the error estimate (4.6) by the properties of operators S;,, P, and Py, in
(3.5) and (3.6). O

5 Fully discrete finite element method

In this section, we shall further discrete the variational form (2.17) of BSSEs in time to
propose a fully discrete finite element scheme, then we present its boundedness and error
estimates. To this end, we first introduce a time partition. For the time interval [0,T],
N € N, we consider a time partition 71;: 0=1t) <t < --- < ty = T with a regularity

constraint
max At,
0<n<N-1

min At
0<n<N-1

where Cy > 0,At), :=t, 11 —t, with At =maxp<,<n_1At,. For a standard Brownian mo-
tion W;, we denote the increment W; ., —W;, by AW, , in following sequel.

The fully discrete numerical scheme will be given by the following procedure on the
regular time partition 77;. We consider the integral form (2.17) of BSSEs from time in-
stant t, to t,; forallve X, g€ M,

<Co, (5.1)

(uy,,v +/ v(Vu, Vo)—(p,V-v)dt

n+1 n+
= (uy,.,0)+ / (fiy0 dt—( /t ztdwt,v>, (5.2)

(V-uy,,q)=0. (5.3
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Taking the conditional expectations lEtgn [-] of (5.2) and (5.3), we have

ty
(ut,,0)+ HIE%; [v(Vu, Vo)—(p:, V-v)]dt

ty
Fng1

= <IE§V, [utn+1]’v> + <IE§V, [ff]/v> dt/ (54)
tu
(V-uy,,q)=0. (5.5)
Estimating the definite integrals in (5.4) with left rectangle rule, then we obtain

(uy,,0)+vAt, (Vuy,, Vo) — Aty (pr,,V-0)

= (B [w,..),0) +Bta(fi,,0)+ (RL,0), (5.6)
where R} =R} +R%+R% is a truncation error with
fry1 [:
Ri= / VIE;, [Auy]dt—vAt,Auy,, (5.7)
n "t [:
Ry=— E; [Vpi]dt+At, Vpy,, (5.8)
n tVH—l g
RI= /t ES [f]dt— At f,. (5.9)

n

We multiply the integral form of (1.1) from ¢, to t, 1 by AW; ., and further multiply
derived equation with test functions w€Z. Then integrating the corresponding equations
over spatial domain D, we have

T tn+1 T tn+1 T
(ur, AW, w) +v t Vurdt AW, ,Vw | — /t prdt AW, ,V-w
T tpy1 T tny1 T
= (S 0) ([ fdtaW, ) /t ZdWAW, o). (5.10)

Taking the conditional expectations lEfn [-] on both sides of (5.10), with the Martingale
property, It6 isometry and left rectangle rule for approximating the integrals in (5.10), we
then obtain

0= (1§, [11,,, AW;] ] w) = At (z4,,0) + (R, ), (5.11)
where
n 'tn+1 g T tn+1 (3
R = [ "B [(fitvAu—Vp) AW, ] de— / (B o) -2, ) dt.  (512)

Now we are in a position to propose our fully discrete numerical scheme of (1.1)-(1.2)
in physical space and time. We denote f(t,,x,W;,,u}.,z}) by f;!. Based on (5.6), (5.5) and
(5.11), omitting the truncation error terms, we propose the following scheme for solving
BSSEs (2.17).
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Scheme 5.1. Given terminal condition uY = S,u(T), solve for a triple of F-adapted X, x
M), x Zy-valued random processes (uZ,pZ,zZ),n = N-—1,...,0 with boundary conditions
uj =0,z =0 on 0D such that for all v, € X}, q, € M, and wy, € Z,,

(ujy,on) +Atyv (Vug, Vo, ) — Aty (ph, Vo) = <1E§H [u 1] +Atnfh,vh) (5.13)
(V-ujp,q1) =0 (5.14)
Aty (2,wy) = (1E5 [ 1AW T w). (5.15)

Remark 5.1. Given time instant t,, Scheme 5.1 can be parallelly performed in the random
space for ¢ € R7 with the MPI-RMA techniques.

To see the stability property of Scheme 5.1, we set Ftn—adapted s?’h and Fr-measurable

el as perturbations on the f; and terminal condition u}, respectively. Let

= f (tn,x, Wy, up S, 2°).

The perturbed numerical solution (1, p;*,z;”*) under the perturbed conditions satisfies

(up S, o) + Aty v (Vuy <, Vo, ) — Aty (ppe,V oy

= (5 [ ) o0 ) + At (7, 00) + D (227,21), (5.16)
(V-uy©,q,) =0, (5.17)
Bt (247 0n) = (S, [ < aW,] ]y ). (5.18)

Substituting (5.13)-(5.15) from (5.16)-(5.18), respectively, we obtain
(el ,vh) +At,v(Vey h,Vvh) Aty (s’;'h,V.vh)

- (]Eér [en+1h], Uh> +At, (f17F = il on) + Aty (e;’h,vh), (5.19)
(V-€",q,) =0, (5.20)
Bt (e2",01) = (5, [eh AW, ] ) (5.21)

. nh__ ne _n nh__ne  _n
WlthEu —Mh “h & =2z Zy, &y =Py Pp-

We call (5.19)-(5.21) the permutation error equations for Scheme 5.1. Now we present
the stability result as follows.

Theorem 5.1 (Stability). Under Assumptions 2.1 and 2.2, let (u},p},z}) be the solution of
Scheme 5.1. There exists a positive constant C such that for a sufficiently small At >0,

w1127 | N A = ih||2
E[[|ei"]|"] + Y vAtE[[|Vey'||"] + ) AtE[[eX"[|]

i=n i=n

<c ( 1171+ 5 areef ) 6522)
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Proof. By setting vy, R zs’;'h in (5.19)-(5.20), respectively, considering (V -¢}y h,sg =0

and using Cauchy-Schwarz inequality and Lipschitz condition of f in (2.1), we get
eI +vata]| Ve |
— (IE(: [ n+l,h] n,h> —|—Atn( ne n nh)+Atn( ?h’ nh)
g H H n+1 h

I S (e P+ le2)

- e’ +LAths "2, (5.23)

We further reorganize (5.23) to obtain

(1= (142L)AL,) ||| +2vAt, || Ver"||®

I+

< |8, [ei) e [2+ Aty [l (5.24)

Similarly, setting wy, =&" in (5.21) and applying Cauchy-Schwarz inequality, it holds
that

Aty el |* < [

el H]E ”“h]H. (5.25)

Here we use the property

HIE@ n+1hAWt 7’l+1h ]E(f [ n+1h])AWtT ] 2
n+1
<AtnlEg [l 7] — At |[BS [e ”“’Z]H . (5.26)
With At <CpAt,, from (5.1), combining (5.24) and (5.25) gives
2 At
(1= (4 2L) M) E [+ "=~ | Vel ]+ 5 B[l
2
<E[||en 1| ]+AﬂE[He}f’ZH ]. (5.27)

Taking E[-] on both sides of (5.27) and summing it over i=n,n+1,...,N—1 give
(1= (1+2L) A E[ ||| + ZAﬂE Vel |*]+ 2c ZAt]E s 1]

<(1—-(1+2L)At)E [HsNhH |+(1+2L AtZ]E[Hsl“hH |+ ZAﬂE[HEZhH ] (5:28)

i=n
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For proper small At>0 such that 1—(1+2L)At >0, applying the discrete backward Gron-
wall’s inequality leads to

nh R AFE [ 7e|[2 N_lAIE ih2
E[|le"]|"]+ Y vatE[|| Vel "]+ 1 AE[ |||
i=n 1=n

NI = ihy2
C(B )+ T aE(f) ), 5.9
1=n
which completes the proof. O

5.1 Convergence analysis for Scheme 5.1

In this subsection, we devote to give the error estimates of full discrete finite element
Scheme 5.1. It is worth to note that in our analyses, we assume that the conditional

expectation IE",'?XH [-] is exactly obtained and do not consider its numerical approximation.
Similar to the error estimates of Scheme 4.1, we define following notations for sim-

plicity:
n n n n n n
eu:utn_uh’ eP:ptn_ph’ eZ:Ztn_Zh’

O =us, —Spuy,, 0, =Spuy, —uy,

0p=Pt,—SnPt,,  05=3Supr,— Py, (5.30)
pr =z, — Pz, 07 =Pz, —zp,
e?:ftn_f;l/l:f(tn’x’wtn’ytn’ztn)_f(tn’x’wtn’yZ’ZZ)'

Since the estimates of pj, py, and p? are known with the properties of S, and Py, in (3.5)
and (3.7), what will be done is deriving the error estimates of 6, 9” and 6.

Theorem 5.2. Under Assumptions 2.1 and 2.2, we assume that uy,(T)=8,u(T), F;,-measurable
Xy x My X Zy-valued (uj,pji,z)), 0<n < N—1, in Scheme 5.1. Then, for a sufficiently small
At >0, there exists a positive constant C such that

{62 + X A (|76 ]+ 1 Ark e

<c(elle P+ X [o (Bl )+ 016407)
E[ES (o~ IP] + LR

B IS (o1 pummu] BRI ) 63

Proof. Step 1. Error equations. Letting v=1vy, in (5.6), g =g, in (5.5) and w=wy, in (5.11),
subtracting the resulted equations by (5.13), (5.14) and (5.15), respectively, we have the
following error equations:
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(up, —uj;,on) + VAL, (Vuy, —Vup, N oy) — Aty (pr, — P,V -0

— (I ot~ 00 ) - (f, = fi0n) + (Rn), (532)
(V-uy, —V-uj,qn) =0, (5.33)
Mt (21, — 2 0n) = (B, [ (e, — w1 AW ] 0y ) + (RE, ). (5.34)

With the property of the projection S, we rewrite (5.32) and (5.33) as
(03 +PZ/vh) +VAt, (V%’,Vvh) —At, (QZ,V . vh)

_ (]Efn (671 4 p1+1] ,vh> + Aty (¢,05) + (R 01), (5.35)
(V-6,q1) =0, (5.36)
Bt (02-+ 2, n) = (B, (07 + 0l ™) AW, ], ) + (R (5.37)

Step 2. Estimates of u. Setting v, = 6] in (5.35) and ¢q; = 0, in (5.36) and considering
(05, V-8;) =0, we obtain

[CHISEZ AN

= (15, [0+ 011,00 ) + At (ef1,00) + (R1,02) — (0103, (5.38)

which are then estimated by Cauchy-Schwarz inequality as

HG”H +VAanV9 I

n

| 2
< | ; i HIEC 9n+1]+]Eé‘ [t — pZ]+Atn€?+Rz (5.39)

By elementary inequality (a+b)? < (1+yAt)a®+ (1+1/(At))b? with positive y and At,
we estimate the second term at right side of (5.39) as follows:

|85, (0] + B, [ —pl] + At

(5.40)

< (o) for )+ (14 ) HEW 01103 +Abe]

2
< (144 |[E [05+)| +3<1+—>(H b Lo o] +(Atn)2Hej’ZH2+HRﬁH2),

YAt
and we can check that by (4.14)

21, —2p||")

<4ar2(||p]| "+l |1*+ o2+ [|er|%). (5.41)

el <202 (|, — |+
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Collecting (5.39)-(5.41), briefly, we derive that

1 2
<1—12<1+W>L (At,) >He 1 +2at,v|| ver|

g(l—l—'yAt)H]Efn[GZ“]Hz <3+—>H1Etn - |

+12( 1 Lot ot P+ et + 6217+ (3+ 5 ) IREIE. )

Step 3. Estimates of z. For the estimate of z, similarly, taking wj, =07 in (5.37) to get
At 027 = (S, [(0 140541 AW 1,02) + (RL,62) — Aty (o2,87),  (5.43)
which follows that
(I, [(02 "1 +6+1) AW, 1,02 ) + (RY,62) — At (o162

<lez| +an o o2 n

B (o0t AW, ]+ R

Then by Cauchy-Schwarz inequality and ab <a?/(2€)+€b* /2 with € >0, we obtain

‘GnH ‘IE[: pZ+1+9n+1)AWt:+l] +RZ
At
)+ (HIE (it +0, ) AW, ] ‘), (5.45)
At
st 2| 02]] < =5 1621+ At o2 (5.46)
According to the martingale property of Brownian motion W; and
[ACARNAN <At (5, (1o 11" — (1S, (et 1), (5.47)

we derive that

2
ERICARE AR INIAN

u

2
ot A GRS R A INIAN

<2ty (6 (102 ) 5l ) +2) 5, [ (o — ) AWy ] 648
Combining (5.43), (5.45), (5.46) and (5.48), we have that
Aty ¢ +1
Bl gr <k | HE o+ 1R
At 2
+= Nt +— AR AN (549)




Y. Sun, W. Zhao and W. Zhao / CSIAM Trans. Appl. Math., 6 (2025), pp. 31-62 49

Multiplying both sides of (5.42) by Cy, dividing both sides of (5.49) by At,, /At, and adding
the two associated inequalities together, with At < CyAt,, we obtain the following esti-
mates as:

C (1—12<1+W> 12(At) >HG”H Laam||ver|?

At 1
+ <§—12 (HW) CoL*(At) > e

< Co(14+ARES [[lontY]*]+12 <1+’YT> CoL2 (A ([l ]1*+ [l 1)

+3Co <1+—> |85, (i —pi]

+3c0 <1+—> HR”H
28, ot o) T )|+ IR+ St 50

We take mathematical expectation [E[-] for (5.50) and let C; = 12(1+1/(yAt))L?At and
C2=1/8—CpC;. (5.50) can be briefly reduced to

Co(1~ ot E [ e]P] + 280 | vy ) + Coar ez

A

< Co(1+rARE[]|0; "] + CoCant (E ]| 7] +E[[lo2 | ]) + 4tTE[HP I°]

2
waco (14 V[ ot ]| +3co (14 ) ELIRE)
C
S0 [HIE‘En (o =) AW ] ]+2—A°tIE[HRZH2]. (5.51)

Then we choose 7 > 0 large enough, Atj sufficiently small with Aty > At >0 such that
C2>0,C; <C*,vy<C*and 1-C*At >0, where C* is a positive constant depending on Cy
and Lipschitz constant L. Summing (5. 51) overi=n,n+1,...,N—1 gives

Co(1—C*ANE[|62] +2ZAtle AR +C22AtlE 6z1%]

i=n i=n

N-1 ,
< Co(1-C*ANE[[|6) 7] +2 1 CoC*AE[ 6|

i=n

+ X (570214 Cocant (B )1 )
+ao 1+ ) IS ot =i P
S| (ol ) ami, ]

#3c (145 VIR + LB (IR ).
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With the discrete backward Gronwall’s discrete inequality, it follows that

E[J61]]+ ¥ AnE(|[ve, | + ¥ atg[[6l]

i=n i=n

<c(elle P+ X [0l e )

-0

T ElIR

C i
]+2At [||R]|> D (5.52)

where C >0 is constant independent of & and At. O

+ SO |6 (ot —pl) W, ]

Similarly, we proceed to show the following estimates for pressure p in Scheme 5.1.

Theorem 5.3. Suppose that Assumptions 2.1 and 2.2 hold, there exists a positive constant C >0
such that

il I, et ) i

N=1 P2 N IEH‘

s Bl <c s
5|7 5 - ]
o]« ELSIEL ) 659

Proof. From (5.35) with v, € X}, we have

Mt (85,9 -04) = (B, [en el ], o4 ) +Atyv (V] Vo)
—Aty, (ef,vh) — (RZ,U;,) . (554)

By Cauchy-Schwarz inequality, Poincaré-Friedrichs inequality ||0!]|> < C||V6!||*> with
positive constant C, At <CpAt, and discrete LBB condition (3.1)

(V'T)h,QZ)
Sup — =

v €Xpy HVU;ZH
U;ﬁéo

>Cl|6y], (5.55)

we derive that there is a positive constant C such that

at|op < (|5, [ea—en 1] ||+ ot voul+at|e]+[R2]). (5.56)
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Based on triangle inequality, we then get

(ATl i AT

+ At VO +atef ]+ Ri)- (5.57)
We square both sides of above inequality and take [E|[-] to obtain
o1 <c LR bimei ] B[ o1
I CE -

HR I°]

+AWPE[||VOu|[*] +AHE] et ] + (5.58)

Then, applying Lipschitz condition of f and Poincaré-Friedrichs inequality and summing
the derived inequality over i=n,n+1,...,N—1 give

[ i1 [ ]t et

LTS <c2( . e

+AHE[ | V6% + ArE | [|7] + ArE | of ]

+ALE|||61]] +IE”Z”> , (5.59)

which ends the proof. O

For completing the error analysis of Scheme 5.1, we further give the following three
lemmas to estimate the corresponding terms in Theorems 5.2 and 5.3.

Lemma 5.1. Under Assumptions 2.1 and 2.2, there exists a positive constant C >0 such that
Sl ARG
by A
oo ol 7
; At * At

wot ([ 7+ (1457 ) BIIVO £ (0P +£00) | Geo
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Proof. We set v, = ]Etgn [0 — 0] in (5.35) and note that
(V- (62001 ],00) =0, Vane M, (5.61)
from which we have
& rgn_gn17]? n & rgn+l1_pgn n+l_ n] wé [gn _ gn+l
5, [0n—01]|| = vasea (o3, VE, [02 0] ) + (5, [0+ — 0] S, 05 —0:+1] )
+ Aty (e ] (00— 001 ) + (RIS [0 -0+ ). (5.62)
By Cauchy-Schwarz inequality and inverse inequality ||v,||1 <C||v,||/h, we obtain that

VA, (ve” VE [0 03]

u’s

<vAt, P [ont—er]
VAtn 91’1-1—1 97’1]
SZHIEfn [or1 0] 2+&Hve” (5.63)
and
< [PZH_Pu] —|—Atn€f—|—Rn ]Eff [en 03—&-1])
2
SZHEE" [or+1— "] +C(H1E§n o] |+ Ra |+ (At ) - (5.64)
Combining (5.62)-(5.64), we can get the following estimates:
HIE(: en_9n+l]H2
(Atn n n+1 n 2 n2 20 112
<C 032+, o™ — o] |+ (IR + (At e ) (5.65)

Taking [E[-] in above (5.65), by Lipschitz condition (4.14) and Poincaré-Friedrichs inequal-
ity, it follows that

E ||, fo: e ]|

<c (e v -e ] el

(o0 (<t (o3 ELIval ] el -2 le]) ). G
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Summing (5.66) over i=n,n+1,...,N—1 gives

N gl _git11]]?

L ||| ]

i=n

<c T (e[ et -etl ]+ DIl

(o0 (<Y (45 IV £ ) ) o

which completes the proof. O

Lemma 5.2 ([43]). Let R} and R be the truncation errors defined in (5.7)-(5.9) and (5.12). If f
and terminal condition ¢ are smooth and bounded with their derivatives, for sufficiently small
time step At, >0,n=1,2,...,N—1, there exists a positive constant C such that

R2|+ | R2|[* < C(Ak)*. (5.68)

The main result of error estimates for the fully discrete Scheme 5.1 is presented in the
following theorem.

Theorem 5.4. With conditions in Theorems 5.2 and 5.2, suppose that Assumptions 2.1 and 2.2
hold. We set ul) = S,ur and let
2 k+4 d 2 k4 d
(u,p,2) € (Cr([0,THL2 (O, XN (HF4(D))") ) nLE ([0, T XN (H(D))) )
d
x L% ([0, T; MNH""3(D)) x L% ([0, T);ZN (H*2(D))""7).

Then for 0<n <N —1,k>1, there exist a sufficiently small At >0 and constant C >0 such that
the following error estimates hold:

B[4+ T (Ve )+ T A ey )+ X A e

<C(RHK2) 4 (A1)?). (5.69)

Proof. According to the definitions of the errors eg,e’; and e in (5.30), considering Theo-
rems 5.2, 5.3 and Lemma 5.1, and using the triangle inequalities, we have

B[ ] 47 X L7, ] 42 T Atk [ ]+ X Ak [

<a[E[02|7)+E oY) 12 T an ([ 767+ E (Ve 7))

i=n
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1 L ot ({165 71+ Bl 77) + L o (E[16f]71 11t )|
<c( I o (Pl wes )Ll ksl )
+ T g (B[S i i ]

7[5 o) - ']+ RSP} +E IR

e[| (o o) aw]

1+1:|

V(oY) ]| vey P ) 670)
e[|+ [le2 1 <2(/j0 1+ o |+ |21+ |2 1) (5.71)
(VP +lenl?) <22 ([ [ w P+ o+ enlP)- 572)

With the estimations of IE[||1E¢ [0 —pi]]|?] and IE[||1E¢ [(oiF1—pi ) AW, ]]|?] in Lemma 2.4,

i+1
the truncation errors [E[|| R}, ||?] and E[||R%||?] in Lemma 5.2, we establish this theorem by

the properties of operators S and IPj, in (3.5) and (3.7). O

6 Numerical tests

Numerical experiments below are designed to validate our theoretical results in Sec-
tion 5.1. All the computations are parallelly performed on HPC with 512 Gb memory
in random space. The resulted nonlinear discrete systems are solved by Newton meth-
ods with MUMPS solver [1]. To perform the finite element Scheme 5.1, the computation

of IEfn -] is required. In this paper, we refer to [37,42] for the detailed implementations.

Example 6.1. Consider the Taylor-Green vortex flows in [41] and reformulate them into
stochastic processes with 1-d standard Brownian motion W; as

ul = (u1,ux) =e 2" (sin(7rx+W;) cos(rty+W; ), — cos(mx+ Wy ) sin(ty + W) ),
2" =(z1,22) =e 2! (cos(mx+ 1ty +2W;), —cos(rx+my+2W;)),

1
p= Ee*‘M (cos(27x+W;)+sin(2ry+Wy)).

According to Feynman-Kac and It6 formulas, one can check that (u,p,z) is a solution of
BSSEs defined in (1.1) with f=(f1,f2) T,
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fi=2v(14+7)ug 421 — gexp(—4vt)sin(27rx+wf)
+exp(—2uvt) (sin(7rx+ 71y +2W;) —cos(mmx+my+2W; ) ),

f2:2v(1+7t2)-u2+zz+gexp(—4vt)sin(27tx+wt)
—exp(—2vt) (sin(7rx+ 7ty +2W;) —cos(mtx + rty+2Wy) ).

The boundary and terminal conditions of (1.1) are then followed from above.

In the numerical experiments, the spatial triangulations are uniformly constructed by
partitioning the square domain D=0,1] x [0,1] into n X n uniform subrectangles and then
dividing each square element into two triangles along the diagonal lines. The approx-
imation of conditional ]E[En [-] are done by referring to [36,37,42]. Moreover, the Taylor-
Hood finite element pair (P, P;) is used throughout our computations. To be brief, let
1811, e, 12l e8], e and. 2]l represent uso—ull, o=y, po— P2l lIpo—pL s,
|zo—2z)|| and ||zo—2z))]||1, respectively, which are the errors between the exact solution
(ut,pt,z¢) in (1.1) at time t =0 and the numerical solution (ufz,pfl,zfl) of Scheme 5.1 at
n=0. To do the convergence simulation, we use 32 CPU processors. Statistically, it takes
approximate 88644 seconds to complete convergence tests.

The computational results of the errors and convergence rates are listed in Tables 1
and 2. For the time convergence tests, we set T=1 and choose At=1/20,1/25,1/30,1/35
as the time steps with a fixed space mesh size h=1/2°. Table 1 shows that the order of
convergence rates in time for all u, p,z in L2 and H! norms is 1. The spatial convergence
results are presented in Table 2, which are calculated with mesh sizes h=1/4,1/8,1/16
and 1/32 and a fixed At=1/10°. By choosing the Taylor-Hood element (P, P; ), the opti-

Table 1: Errors and time convergence rates in time for Example 6.1.
1/At A [EAIR eyl lleplla 2] €211
20 4.4426E-03 | 3.3578E-02 | 5.5061E-02 | 2.6255E-01 | 1.8021E-01 | 7.8910E+00
25 3.5956E-03 | 2.7184E-02 | 4.4877E-02 | 2.1404E-01 | 1.4698E-01 | 6.4364E+00
30 3.0199E-03 | 2.2836E-02 | 3.7867E-02 | 1.8081E-01 | 1.2407E-01 | 5.4339E+00
35 2.6028E-03 | 1.9685E-02 | 3.2749E-02 | 1.5665E-01 | 1.0734E-01 | 4.7013E+00
TCR 0.9552 0.9541 0.9283 0.9228 0.9256 0.9252
Table 2: Errors and space convergence rates in space for Example 6.1.
1/h [EAl [EAR [EA lleplla 2] B
4 5.9750E-03 | 1.8494E-01 | 9.9533E-02 | 7.4753E-01 | 1.1441E-02 | 3.5481E-01
8 7.6287E-04 | 4.7294E-02 | 1.6165E-02 | 3.6162E-01 | 1.4787E-03 | 9.1021E-02
16 9.6761E-05 | 1.1910E-02 | 3.6631E-03 | 1.7878E-01 | 1.8863E-04 | 2.2946E-02
32 1.2161E-05 | 2.9835E-03 | 8.9473E-04 | 8.9131E-02 | 2.4192E-05 | 5.7500E-03
SCR 2.9800 1.9851 2.2534 1.0220 2.9627 1.9829
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mal orders of spatial convergence rates 3 (respectively 2) in L? norm and 2 (respectively 1)
in H! norm for u, z (respectively p), respectively, are obtained. The computational results
shown in Tables 1 and 2 are all consistent with our theoretical result in Theorem 5.4.

Example 6.2. Referring to [15], we extend the forward stochastic case into the backward
stochastic case as

ul = (uy,uy) = (¢(x,y)sin (WH— g) ,P(x,y)sin <Wt+ g) ) ,
2l =(z21,22) = (4>(x,y)cos <Wt—|— g) ,¥(x,y)cos (Wt—i— g) ) ,
p= g <x3y2—|—xy—|—x—|—y— %) sin (Wt—l— g)

with
¢ (x,y) = (x+x*+x° —2xy—3xy* +x%y),
P(x,y) = (—y+y* +y° —2xy—3xy—xy°).

The f=(f1,f2) " is induced by Feynman-Kac formula and It6 formula,

f1:1u1—u1cos (Wﬁ—g) +zlsin<wt+z>

2 4
+§(1—|—y—|—3x2y2)sin (Wt—f—g) —2vsin <Wt+%> (y+1),
fo= %uz—f—uzcos (Wt—i-g) —2zpsin <Wt+g>

3 3\ . T . T
—1—5(1—|—x—|—2x y)sin (WH_Z) +2vsin (WH_Z) (x—1).

All the configurations are the same as those for Example 6.1. Tables 3 and 4 present com-
putational results with respect to time and space, respectively. Table 3 illustrates that the
first-order convergence rates are all obtained in time for u,p,z in L2 and H'-norms. Ta-
ble 4 confirms that the space convergence rates is 3 (respectively 2) and 2 (respectively 1)
for u,z (respectively p) with L? and H L_norms are also achieved. All the numerical tests
demonstrate the effectiveness of the proposed numerical Scheme 5.1 and verify the cor-
rection of our theoretical results.

Table 3: Errors and time convergence rates in time for Example 6.2.

1/At | |leyll leq [ lep lep il le2]] 211
20 1.6547E-04 | 1.2967E-03 | 7.8401E-03 | 2.6323E-02 | 3.0842E-02 | 1.7724E+00
25 1.3266E-04 | 1.0398E-03 | 6.2792E-03 | 2.1365E-02 | 2.4735E-02 | 1.4214E+00
30 1.1071E-04 | 8.6798E-04 | 5.2347E-03 | 1.8093E-02 | 2.0647E-02 | 1.1865E+00
35 | 9.4989E-05 | 7.4491E-04 | 4.4861E-03 | 1.5784E-02 | 1.7718E-02 | 1.0182E+00

TCR 0.9918 0.9906 0.9975 0.9146 0.9904 0.9904
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Table 4: Errors and space convergence rates in space for Example 6.2.

1/h leg | leg 1 lep lep 1 le2] 211
4 1.0605E-03 | 3.3816E-02 | 6.5832E-02 | 3.4362E-01 | 1.0606E-03 | 3.3816E-02
8 1.2602E-04 | 8.2897E-03 | 1.4822E-02 | 1.1271E-01 | 1.2608E-04 | 8.2900E-03
16 | 1.5489E-05 | 2.0622E-03 | 3.5229E-03 | 4.7809E-02 | 1.5526E-05 | 2.0623E-03

32 | 1.9263E-06 | 5.1490E-04 | 8.7753E-04 | 2.2743E-02 | 2.0356E-06 | 5.1529E-04

SCR 3.0338 2.0118 2.0760 1.2989 3.0097 2.0115

Example 6.3. The lid-driven cavity flows on D=0,1] x [0,1] are considered in this exam-
ple, for which we set the Dirichlet boundary condition with «, B € R,

(uc+[isin(Wt),0), y=1, 0<x<l1,

6.1
(0,0), otherwise, 61)

uﬁnmwﬁz{

and terminal condition u(T,x,y,Wr). In the following tests, the parameters are taken as
At=1/100,v=0.1,T =1 and the square domain D is regularly partitioned into 6312 tri-
angle elements. To explain the simulation results, in the following plots, we consider
the 1-d Wiener process with five paths wjy,...,ws as shown in Fig. 1. To capture all the
scenarios, a terabyte of data is approximately stored in each simulation. Since it is impos-
sible to present all the scenarios of uj, in order to provide the evolutionary states of the

4 T T
——sample path w,
3+ ——sample path w,|]
sample path wy
20 ——sample path w,|]
f\/\,\f.,/mwf\‘“J ——sample path wg
A1 f
0}
O |y
e
o
@
c
Q
; -
3+ |
-4 L I L I I L | |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Time

Figure 1: Wiener process with 5 paths.
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backward stochastic processes u and z};, we choose the points (t,,W;,(w)) with w =w;
at t, =0.4,0.6,0.8,0.98, and mark them with blue dots in Fig. 1. On the other hand, for
comparing the scenarios of different paths, we also consider the points (t,,W;, (w)) along
different paths w =w;, ..., ws at t, =0.5, and mark them with red dots in Fig. 1.

As it is known [32], when the terminal and boundary conditions in model (1.1) are
both deterministic, the unknown stochastic process z in model (1.1) vanishes. In the case
of model with a=1, =0, the backward stochastic Stokes equations (1.1) are equivalent to
the backward deterministic Stokes equations, which implies that ]Efn [u}!] are all the same

with different realizations ¢ € R and ]Efn [zji] =0. Based on this, Fig. 2 displays the magni-
tudes and streamlines of velocity uj along path w; at time t,, =0.4,0.6,0.8,0.98. Similarly
to the deterministic counterpart, it can be seen that with time-reversed evolution two
Moffat eddies at the lower left and right corners of the cavity are also gradually appeared
in Fig. 2.

The backward stochastic lid-driven cavity flows with stochastic final and boundary
conditions are further considered with « =0, =1. To describe the time-reversed evolu-
tion of processes uj; and zj, the magnitudes and streamlines of 1} and zj along path w;
at t=0.4,0.6,0.8,0.98 are presented in Fig. 3. With the time evolution in reverse direc-
tion, two Moffat eddies at the bottom corners are gradually generated. We also see that
there are two Moffat eddies appearing for process z} from Fig. 3. The flow direction
of uy changes over time, which is different from Fig. 2. For the purpose of comparison,
the computational results of uj and z} along paths w,...,ws at t = 0.5 are depicted in
Fig. 4, which describe the magnitudes and flow directions of u}} and zj are different for
different paths. Figs. 3 and 4 show that the flow directions of uj and z} appear clock-
wise or counter-clockwise orientation in different paths. The reason is that u} and zj are
both stochastic processes. According to Feynman-Kac formula, zj depends on the rate
of change of uj with respect to W;, which makes the flow direction of zj; be different or
same with uj. The above numerical tests demonstrate that the accuracy and effectiveness
of proposed Scheme 5.1 for solving the nonlinear BSSEs (1.1)-(1.2). All the computational
simulations are consistent with our theoretical results.

0.98

0.8

X ’ Time X ’ Time

Figure 2: Process u along path wy with (a,8)=(1,0). Streamlines of velocities (left). Zoom in plots of right
bottom corners (right).
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0.98

X . Time X : Time

0.98

0.8

) 0.95 3 0.6
X . Time X i Time

Figure 3: Processes uj,z} along path wq with («,B)=(0,1). Streamlines of velocities (left). Zoom in plots of
right bottom corners (right).

Sample Sample

Figure 4: Processes uj,zjl along path wy,ws3,wy,ws with (a,8) = (0,1) at t=0.5. Streamlines of velocities
(left). Zoom in plots of right bottom corners (right).
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7 Conclusions

In this paper, we propose a fully discrete finite element scheme for solving backward
stochastic Stokes equations and rigorously derived their error estimates. We prove that
this scheme has optimal spatial convergence rate and first-order convergence rate in time.
The numerical results demonstrate the effectiveness of proposed our scheme and are
consistent with the theoretical analysis. The numerical techniques in this paper can be
applied to more complex models.
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