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Abstract. In this paper, we improve the disc separation of the Schur complement of strictly diagonally 
dominant matrices presented in Liu [SIAM. J. Matrix Anal. Appl., 27 (2005): 665-674]. As applications, we 
present some new bounds for determinants of original matrices and estimations for eigenvalues of Schur 
complement. By theoretical analysis, we improve the bounds of determinants established in Huang [Comput. 
Math. Appl., 50 (2005): 1677-1684]. 
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1. Introduction 
For localization of eigenvalues and estimations of determinants, many researches have been proposed, 

e.g., [1-5]. Recently Liu [6] discussed the diagonally dominant degree of the Schur complement of strictly 
diagonally dominant matrices and presented the localization for eigenvalues of the Schur complement and 
some bounds for determinants of the strictly diagonally dominant matrices. Huang [7] estimated the bounds 
for determinants of diagonally dominant matrices, general H -matrices and certain not diagonally dominant 
matrices. In this paper, we improve the diagonally dominant degree of the Schur complement of diagonally 
dominant matrices in [6]. Further, we obtain new bounds for determinants of diagonally dominant matrices 
and the estimations of eigenvalues of the Schur complement, these results  improve the estimations of [6,7].  

Let n nA C   be a strictly diagonally (row) dominant matrix (SDn ), if and only if  
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Let n nA C   be a strictly doubly diagonally (row) dominant matrix (SDDn ), if and only if  
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If SDDnA , but SDnA , then, by (2), there exists a unique 0i  such that  
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For ( )ijA a  and ( ) m n
ijB b C   , we write A B , if ij ija b  for all i j . A real n n  matrix A  is 

called an M -matrix ( nM ) if nA sI B  , where 0 0s B    and ( )s B , ( )B  is the spectral radius 

of B .  

Suppose n nA C  , A  be called an H -matrix ( nH ) if ( ) nA M    where, the comparison matrix 

( ) ( )ijA   be defined by  

                                                           
  Corresponding author. Tel.: 15928746831. 
   E-mail address: zhuohonghuang@yahoo.cn. 



Journal of Information and Computing Science, Vol. 5 (2010) No. 3, pp 224-232 
 
 

JIC email for subscription: publishing@WAU.org.uk 

225

1 2
ij

ij
ij

a i j
i j n

a i j


             
 

Let Tx  denote the transpose of the vector x , and nI  denote the n n  identity matrix. Let n nA C  , 

and {1 2 }N n   . If N  ,    equals the cardinality of  . For nonempty index sets N   , we 

denote by ( )A    the submatrix of A  lying in the rows indicated by   and the columns indicated by  . 

The submatrix ( )A    be abbreviated to ( )A  . Let N   and c N   , both arranged in increasing 
order. Then  
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be called the Schur complement with respect to ( )A  .  

Lemma 1.1 (See [8]). Let nA M . Then there exists a positive diagonal matrix D  such that SDnAD .  

Lemma 1.2. (See [12]). Let SD SDDn nA    Then ( ) nA M  , nA H    

Lemma 1.3 (See [9]). Let n nA C  , nB M . If ( )A B  , then nA H  and 1 1 0B A      

Remark 1.1. From Lemma 1.3, we obtain immediately that  
1 1[ ( )]nA H A A        

Lemma 1.4 (See [10]). Let nA SD  and m  be a proper subset of n . Then  

SDn mA m      

Lemma 1.5 (See [11]). Let n nA C  . A  is an H  matrix if the following inequality be hold  
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2. Disc separation of the Schur complements of SDn  and SDDn  

In this section, by discussing the criteria of nH , we improve the diagonally dominant degree of the 

Schur complement of SDn  and SDDn  in [6].  

Lemma 2.1. Let SD (or SDD )n nA , 1 2{ }ki i i      be a proper subset of N  and c N    

1 2{ }lj j j      k l n  . For any c
tj  , denote  


