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Abstract. Based on the secant equations proposed by Zhang, Deng and Chen, we propose a new nonlinear
conjugate gradient method for unconstrained optimization problems. Global convergence of this method is
established under some proper conditions.
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1. Introduction

Conjugate gradient method plays a specific role in solving large-scale nonlinear minimization problems.
Some good references of the conjugate gradient methods can be found in many research. In the past few
years, many efforts have been made to research new conjugate gradient methods which process not only the
global convergence property for general functions but also good numerical performances. Many of these new
conjugate gradient methods are based on the secant equations ([10,11]).

In this paper, we present a conjugate gradient method to solve the following unconstrained optimization

problem
min f(x) )

xeR"
where f :R" — R is a smooth nonlinear function.
The iterative formula is
X1 =X+, S = dy, (2)
where ¢, is the step size which is computed by some line search([1]). The search direction d, is defined by
-0y, k=0,
d, = (3)
-9, +44d,, k>1,
where /3, is ascalar and g, = Vi (x) is the gradient of f(x).
Remark Here, we use the strong Wolf line search condition (see[1]), that is, the step size «, satisfies

(% +ady ) f(x )< dor, gid,

‘g(karO‘dk)Tdk‘g_GgIdk’ (4)

where 0<o <o <1
The gradient method proposed in this paper is based on a modified secant equations. Therefore, let us
introduce shortly the secant equations firstly.

Note G, = V*f (Xk ) the matrix B, is the approximation of G, .
The secant equations is defined as follows:
ByiaSc = Vi (5)
where s, =X, — X, Y« =01 — 9, (5)sometimes is said to be the standard secant equations.
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Definition 1 A twice continuously differentiable function f is said to be uniformly convex on the nonempty
open convex set S if and only if there exists some constant M >0 such that

(9(x)-g(y)) (x=y)=M[x—y|*, ¥xyeS.

2. The new conjugate gradient method and the global convergence

In this paper we assume g, # 0, otherwise the current point X, is the stationary point of the problem (1).
Definition 2 It is said that the descent condition holds for the conjugate gradient method, if
g,d, <0, Vk>1,
and sufficient descent condition holds for the conjugate gradient method, if
g,d, < —c||gk||2, vk >1,
To discuss the validity and the global convergence of the new conjugate gradient method, we make the
following basic assumptions for the objective function.
H 1 The level set L = {xl f(x)<f (xl)} is bounded, that is, there exists a constant B such that
[x|<B, wxeL. (6)
H 2 In some neighborhood N of L, L =N , the function f is continuously differentiable, its gradient is
Lipschitz continuous, that is there exists a constant L such that
[VF ()= ()| < Llx—y], ¥xeN. 7
The following proposition is obtained by [5] directly.
Proposition 1 If f the satisfies assumptions H 1 and H 2, then there exists a constant >0 such that
IVf(x)| <», vxeL. (8)

For any conjugate gradient method which satisfies the strong Wolf line search conditions, we have the
following general conclusions, see[3].
Lemma 1 Assume that the assumptions H 1 and H 2 hold. For the conjugate gradient method (2)-(3) ,

where d, is the descent direction, «, is computed by the strong Wolf line search conditions, if

S, (0)

2 —
K>1 dk”

then
l!m”gk” =0. (10)

Firstly, let us describe the modified secant equations in [6,7], it has better theory properties than the
standard secant equations ([8]). Based on the modified secant equations, the relevant conjugate gradient
method is proposed, and then the global convergence is discussed.

Supposed that the objective function f is smooth enough. We make its Taylor expansion at point

X1 = X = S

1 1
fa=fi—S,0+ 5 St 4GSy 1 — 6 Sk1 (Tksk—l )Sk—l + OQ|SI<—1||4)'

1
S:—lg k-1~ Sg—lgk - SzfleSkfl + E S:—l(Tk Sy )Sk—l + OQ|SK—1"4)

where
9% f(x _
SI—l(Tk Sk-1 )Sk—l = .,Z:lW(JakX)I Sk—lskj—lsII<—17 (11)
The formula can be written as (see Zhang and Xu [7])
S-kr—lGSk—l = SLlkal +6.1, (12)
where
O = 6( fia— fi )+ 3(gk—l — Ok )T Sk-1- (13)
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