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Abstract. As an important new laser processing technique, the high-power disk laser welding has been 

increasingly widely used in the manufacturing area. Aiming at the strong coupling multi-variable and real-

time feedback requirements of the welding process, a new method using support vector machine is proposed 

to predict the width of the molten pools. The performance of this model is validated by the test data. 

Meanwhile, analysis and comparison between the support vector machines and the BP neural network are 

conducted. Experiment results show that the support vector machine and the BP neural network both have a 

good predictive ability. However, in comparison with the BP neural network, the support vector machine is 

more suitable for high-power disk laser welding process. 
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1. Introduction  

As one of the most advanced laser welding technology, high-power disk laser welding has received a 

lot of attention owing to their advantages such as brilliant beam quality, high laser power, deep penetration, 

as well as high laser efficiency. Fields of its application ranges from the automotive and supply industries to 

aerospace and heavy industry.  

High-power disk laser welding process is a complex process with multi-variable, which is non-linear, 

time-varying and vulnerable to interference. The metal vapor induced during laser welding process is related 

to the wavelength of the incident laser, shielding gas, welding materials and process parameters. It can 

provide a large number of real-time processing status information for online analysis of laser welding quality. 

In recent years, machine learning methods are applied to the design of welding parameters, welding 

performance prediction, welding process control, etc. 

Machine Learning has become one of the main fields in artificial intelligence today. From the principles of 

statistical mechanics, a handful of algorithms have been devised to solve the regression problem. In this 

study, a Back Propagation (BP) algorithm and a support vector regression algorithm are studied to predict the 

welded seam during high-power disk laser welding. All calculations in this work were performed on a 3.0 

GHz Intel(R) Pentium(R) D with 1GB RAM under windows Vista, and the calculations were carried out by 

using Matlab 7.0. 

 

2. Experimental details 

In this study, bead-on-plate welding at different speeds of 3, 4.5 and 6 m/min were performed on the 

austenitic stainless steel Type304 specimens using a high-power disk laser (TruDisk-10003) with the 

constant laser power of 10 kW. Table 1 lists the welding conditions. A NAC’s high-speed camera system 

(Memrecam fx RX6 ) was mounted to monitor the plume and molten pool in the welding process. The 

optical filter was placed in front of RX6 to reduce the effect of multiple reflections between the filter and the 

lens. The shielding gas was argon in order to protect the molten pool from oxidation.  

3.  ANN models and Support vector machine 
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3.1 Modeling based on BP neural network 

BP networks are mainly composed of three layers of neurons: the input layer, the hidden layer and the 

output layer. The units of the system are connected by the weights. The input layer consists of seven neurons: 

the average area of metal plume PA, the variance of metal plume area PV, the average area of spatter SA, the 

variance of spatter area SV, the swing angle of metal plume AS, the variance of swing angle AV and the molten 

pool width of previous moment yp, as shown in Fig. 3. Information from the input layer is then processed 

through the hidden layer, and the following information is computed in the output layer. The output layer 

includes one node: the molten pool width of previous moment y. Its unit is pixel, corresponds to 0.0386mm. 

BP training algorithm is an iterative gradient algorithm, designed to minimize the mean square error 

between the predicted output and the actual output. The Key steps for establishment of the BP model can be 

summarized briefly. 

Initialization: Prior to the first iteration of loop, initialize the values of the connection weights and the 

output threshold values of the neurons, which are random values in [-1,1].  

Maintenance: Offer the input data to the neurons of the input layer. Then calculate the input and the 

output of neurons in the hidden layer and in the output layer. After each loop, the error between the predicted 

output and the actual output are propagated backward to adjust the weight in a manner mathematically 

guaranteed to converge. 

Termination: The iteration continues until the overall error between calculated and target output is 

approaching to the pre-set error criteria. 

3.2 Modeling based on SVR 

Support vector nonlinear regression tackle regression problems by nonlinear mapping input data into 

high-dimensional feature spaces, wherein a linear decision surface is designed.  

Assuming learning samples:     1 1, ,..., ,  n

n nx y x y R R ，support vector regression algorithm is 

as follows: 

(1) Given the training set,     1 1, ,..., , ( ) , 1,...,     n l n

l l i iT x y x y R R x R y R i l， ， ; 

(2) Select the appropriate kernel function
'( , )K x x ; 

(3) Select the appropriate accuracy 0   and penalty factor 0C  ; 

(4) Introduction of Lagrange multipliers, 
*,i i  ，construct and solve convex quadratic programming 

problem; 
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(6) Construct decision function 
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The design of the input layer and output layer of SVR model are the same as BP model. 


