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is followed directly in this literature. To do so, the rest of the paper is organized as follows. Section 2, we 
summarize some basic definitions used in the paper, and list the steps of our algorithm. In Section 3, we 
present and analyze the experimental results, which indicate that the proposed algorithm is quite efficient. 
Finally, we summarize our paper in Section 4. 
 

2. Preliminaries and the algorithm  

In this section, we briefly review some related knowledge, and state our algorithm. 

   Firstly, we give the definition of projection operator, which is defined as a mapping from nR  to its 
nonempty closed convex subset  : 

.|,|min{arg:][ nRxyxyxP   

In [6], Figueiredo et al. express the L1NM problem as a quadratic programming by splitting the variable x  

into its positive and negative parts. That is, for any vector nRx , it can be formulated for 
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,  where ne   is an n -dimensional vector with all elements one, so the L1NM problem (1) 

can be written as the following bound-constrained quadratic programming (BCQP): 
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Then, the above problem is further written in more standard BCQP form: 
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