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Abstract. Data privacy protection is one of the most disturbed issues on the present industry Data isolation
issue require to be addressed immediately previous to the data sets are common on a cloud. Data point refers
to as hiding compound data for owner of data records. Expand the process of analysis over big
multidimensional information as well, by importance open problems and real investigate trends. In this
research new algorithm called Adaptive Cluster Multi Dimensional Data Analysis in Map Reduce
Framework is been implemented on mat lab. Dispensation great quantity of information is attractive a
confronting for data investigation software. Data clustering is a documented information study technique in
data mining while adaptive K-Means is the well known partition clustering method. The inspiration at the
back ACMDDA proposing algorithm is to contract with different dimensional information clustering, with
minimum amount error rate and utmost meeting rate. With the help of multidimensional data set of map
dipping framework, here implemented algorithm will amplify the competence of the big data for out system.
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1. Introduction

Penetrating for helpful data flow of in sequence in the middle of huge amount of data is known as the
field of big data. Data is characteristically broken down for the study for a data warehouse into different
dimensions such as instance period, invention segment and the environmental location. Capacity is estranged
into classes a lot of statistics are currently being utilize[1][2], handle and dissect as new, automatic and much
different structure since of a boom in the ground of computerization and digitization events. Every time
explanation we need with a low-cost storage space that will allow vast commerce dangerous application and
data. This paper is part of this multidimensional analysis which specially works on preserve the seclusion of
rising individual information. To avoid the exposé of personal information’s unique individual identifiers
like individual numbers, social safety figure or any other single information can easily be deleting from
datasets previous to releasing them widely [3].

Huge compute cluster are more and more individual used for data investigation. The data level and cost
of this cluster make it serious to get better their in service competence, counting energy [4]. This paper
focuses on an exchange use case what we call Map Reduce with Interactive Analysis (CMIA) Cluster Map
Reduce with Interactive analysis workloads. CMIA workloads hold interactive services, customary lot
dispensation, and large-scale [5]. latency-sensitive dispensation. CMIA workloads need a very dissimilar
move toward to energy-efficiency, one that focuses on lessening the quantity of power used to repair the
workload. “Big Data” refers to huge amount of formless data shaped by high-performance application
lessening in a wide and varied family of request scenario: from technical compute application to social
networks, from e-government application to health check in order systems.[6][7][8]

Yanpei Chen et.al [4] proposed to such workloads run on big clusters, size and cost make energy.
Mechanism on Map Reduce power efficiency has not yet careful this workload class. Increasing hardware
operation helps get better competence, but is demanding to attain for MIA workloads. BEEMR achieves 40-
50% force investments below tight plan constraint, and represent a first step towards improving energy
competence for a more and more significant class of datacenter workloads. Alfredo et.al [3] provides an
impression of state-of-the-art data selection issue and achievement in the field of analytics over big data, and
we make bigger the conversation to analytics over big multidimensional data as well, by stress open
problems and real investigate trends. This plays a most important position in next-generation Data
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Warehousing and OLAP research. Pramod Patil et. al[7] proposed a big data anywhere information is
raising twice by its size over year and year. So it is very hard to knob and procedure the huge quantity of data.
Data storage space and data treatment be supposed to be done in real time and without loss of data. Cloud
compute resolve the complexity of storage space and ease of use for data investigation task.

Map Reduce has be seen as one of the key enable approach for gathering incessantly rising stress on
compute capital compulsory by huge data sets only on one dimensional issue so this huge difficulty at
present situation. The cause for this is the far above the ground scalability of the Map Reduce example which
allows for especially similar and dispersed implementation over a large number of compute nodes. Big data
and parallel compute frameworks comes into picture where data investigation work need to be approved out.
Here we make obvious that; unlike obtainable technique we can able to examine the millions of tulles in real
time for our datasets.[9]10]

2. Proposed methdology

Multidimensional data analysis application is mainly used in social network system. Enterprises
produce massive quantity of data every day. These data are pending from a variety of aspect of their products,
for example the overall data. The raw data is extract, distorted, cleanse and then stored under multi-
dimensional data model, such as star-schemalor hybrid prototype. Those queries are usually complex and
involve large-scale data access. Here are some features are summarizing for multidimensional data analysis
gueries as below:[6]9]

e Dimensional adaptive embedding technique presents a cluster subspace of multidimensional data

space in a hierarchical cluster mechanism.

e  Multi view dimensional technique with map reduce to attributes to coordinates such as scatter plot

matrix, web based hyper slide and hyper box.[7]

o Intelligent dimensional reduction technique map reduce space of lower dimension with preserving

relationship of multidimensional data set.[11]
2.1. Work flow

Data mining technique create potential to examine and determine information of data sets. However, the
custom clustered data are not as long as more correct data for large datasets. Map reduces hold up for
implement cluster algorithms by conduct large quantity of data in addition with Matlab framework.[5] Using
Map Reduce encoding replica for dispensation the data cluster in dispersed system. To get better the
presentation of the large-scale datasets clustering on the on its own computer. To find the correctness of data
in Intelligent K- Mean’s algorithm to work out MSSE (Mean Sum Square error) charge base upon Euclidean
detachment using Map Reduce framework for 2dimension and 3 dimension datasets [8]. The work flow
diagram of the proposed method is shown in figure 1.
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Fig.1. Work flow diagram of the proposed method
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