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Abstract.  In this paper, the problem of asymptotic stability for Takagi-Sugeno (T-S) fuzzy Hopfield neural networks 

with time-varying delays is studied. Based on the Lyapunov functional method, considering the system with 

uncertainties or without uncertainties, new delay-dependent stability criteria are derived in terms of Linear Matrix 

Inequalities (LMIs) that can be calculated easily by the LMI Toolbox in MATLAB. The proposed approach does not 

involve free weighting matrices and can provide less conservative results than some existing ones. Besides, numerical 

examples are given to show the effectiveness of the proposed approach. 
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1. Introduction 

Hopfield neural networks (HNNs) were first introduced by Hopfield [1]. The dynamic behavior of HNNs 

has been widely studied due to their potential applications in signal processing, combinatorial optimization 

and pattern recognition [2-4]. These applications are mostly dependent on the stability of the equilibrium of 

neural networks. Thus, the stability analysis is a necessary step for the design and applications of neural 

networks. Sometimes, neural networks have to be designed such that there is only global stable equilibrium. 

For example, when a neural network is applied to solve the optimization problem, it must have unique 

equilibrium which is globally stable. 

 Both in biological and artificial neural networks, the interactions between neurons are generally 

asynchronous which inevitably result in time delays. Time-delay is often the main factor of instability and poor 

performance of neural network systems [5]. Therefore, lots of efforts have been made on stability analysis of 

neural networks with time-varying delays in recent years [6-9]. The free-weighting matrix method was 

proposed to investigate the delay-dependent stability [10], and some less conservative delay-dependent 

stability criteria for systems with time-varying delay were presented [11-16]. However, Researchers have 

realized that too many slack variables introduced will make the system synthesis complicated, lead to a 

significant increase in the computational burden, and cannot result in less conservative results indeed [17-19]. 

In practical systems, there always are some uncertain elements, and these uncertainties may come from 

unknown internal or external noise, environmental influence, and so on. Hence, it has been the focus of 

intensive research in recent years [10], [12], [20].  

It is well-known that the T-S fuzzy models have been very important in academic research and practical 

applications, and the fuzzy logic theory has shown to be an efficient method to dealing with the analysis and 

synthesis issues for complex nonlinear systems [21-24]. Very recently, some results have been produced in the 

study of stability analysis of T-S fuzzy Hopfield neural networks systems with time-varying delays [25-27], 

To the best of our knowledge, the robust stability problem for uncertain fuzzy HNNs with time-varying interval 

delays has not been fully investigated, which remains as an open and challenging issue. 

In this paper, the problem of stability analysis for T-S fuzzy HNNs with time-varying delays is considered. 

Based on Jensen integral inequality and some important Lemma, new sufficient conditions are derived in terms 

of LMIs. By constructing a Lyapunov-Krasovskii function without free-weighting matrices approach, the 

proposed criteria in this paper are much less conservative than some existing results. Numerical examples are 

given to show the applicability of the obtained results. The rest of this paper is arranged as follows. Section 2 

gives problem statement and some preliminaries used in later sections. Section 3 presents our main results. 

Section 4 provides the numerical examples and Section 5 concludes the paper. 

2. Problem Statement and Preliminaries 



Journal of Information and Computing Science, Vol. 13(2018) No. 3, pp 212-222 

 

 

JIC email for subscription: publishing@WAU.org.uk 

213 

In this brief, we will consider the following HNNs with uncertainties represented by a T-S fuzzy model, 

and the i th rule of the T-S fuzzy model is of the following form: 

Plant rule i : 

IF  
1 1 2 2( ) ( ) , , ( )i i i

n nz t is M and z t is M and z t is M  

THEN  ( ) ( ( )) ( ) ( ( )) ( ( ))i i i ix t A A t x t B B t f x t     ( ( )) ( ( ( )))i iC C t f x t d t                             (1) 

2( ) ( ), [ ,0], 1,2, ,x t t t h i q     

where ( 1,2, , )i

jM j n  is the fuzzy set, 
1 2( ) [ ( ), ( ), , ( )]nz t z t z t z t  is the premise variable vector, 

( ) nx t R  is the system state variable, the time delay 
1 20 ( )h d t h    is the time-varying delay with an 

upper bound of 2h , ( )d t   and q  is the number of IF-THEN rules. ( )iA t ， ( )iB t  and ( )iC t  are 

unknown matrices that represent the time-varying parameter uncertainties and are assumed to be admissible if 

the following assumption is satisfied. 

 

Assumption 1 [30]: 

1 2 3[ ( ) ( ) ( )] ( )[ ]i i i i i i i iA t B t C t H t E E E                                                        (2) 

where iH , 1iE ，
2iE  and 3iE  are given real constant matrices. The class of parametric uncertainties ( )i t  

that satisfy  

 ( ) ( ) ( )
T

i i it I F t J F t                                                                          (3) 

is said to be admissible, where J  is also a known matrix satisfying 

                    0TI JJ                                                                                    (4) 

and ( )iF t denotes unknown time-varying matrix functions. It is assumed that all elements ( )iF t  are Lebesgue 

measurable satisfying 

 ( ) ( ) ,T

i iF t F t I t  R                                                                  (5) 

To obtain our main results, we introduce the following lemmas. 

Lemma 1 [28]: Let , ,M P Q  be the given matrices such that 0Q  , then 

10 0
T

TP M
P M Q M

M Q


 

    
 

 

Lemma 2 [17]: For any constant matrix
m mM R , 

TM M 0, 0   is a scalar, : m R R  is a 

vector function, then the following inequality holds: 

0 0 0
( ( ) ) ( ( ) ) ( ) ( )T Ts ds M s ds s M s ds

  

        

Lemma 3 [18] For any scalars 
1 0,W  2 0,W  ( )d t  is a continuous function and satisfies

1 2( )h d t h  , 

then 

1 2 1 2 1 2

1 2 2 1 2 1

3 3
min ,

( ) ( )

W W W W W W

d t h h d t h h h h

  
   

    
 

Lemma 4 [29] Assume that ( )i t is given by (2)-(5). Given matrices
T

i i   , iM  and iE of appropriate 

dimensions, the inequality 

( ) ( ) 0T T T

i i i i i i iM t N N t M                                                                      (6) 

holds for all ( )F t  satisfies ( ) ( )TF t F t I . Then, the following inequality 

( ) ( ( ) ) 0T

i i i i i i iM F t N M F t N                                                                   (7) 

   holds if and only if there exists a scalar 0   satisfying 


