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Abstract. This paper presents a Genetic Algorithm (GA) approach for solving constrained reliability 
optimization problem of the five unit bridge network. Considering uncertainty for cost, the reliability 
optimization problem has been solved by GA technique to maximize system reliability. GA is an efficient 
method for solving this type of optimization problems. This paper successfully applies the GA technique to 
obtain the optimal solution of the complex system reliability model under cost constraint in fuzzy 
environment in which the system cost and component costs might be imprecise. Triangular fuzzy number is 
used to represent the fuzzy cost coefficients. Static penalty method has been used to handle the cost 
constraint of the problem. To solve the reliability optimization model, we have developed the GA using 
MATLAB with tournament selection process, elitism mechanism, arithmetic crossover and uniform mutation 
operations. Finally, computational results are presented for the reliability of bridge network in crisp and 
fuzzy environment. 
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1. Introduction  
Genetic Algorithm (GA) is a robust evolutionary optimization search technique that mimics the process 

of natural evolution to solve optimization problems. Genetic algorithms are based on the combination of 
principles of genetics and biological evolution. It is one of the heuristic optimization techniques, which 
include evolutionary strategies [1]. A genetic algorithm is a stochastic global optimization search method 
that uses natural selection in biological evolution as its model of problem solving as introduced by Holland 
[2] and further described by Goldberg [3]. John Holland [2][4] is the pioneer of genetic algorithm. GAs were 
invented and developed by him, his students and colleagues. 

Several types of genetic algorithms have been developed to solve single or multiple objective 
optimization problems with any combination of linear/nonlinear objectives or constraints. Deng et al. [8] 
proposed the shredding genetic algorithm (SGA) that follows the mechanism adopted in modern breeding 
technology where healthy animals are cultivated by interfering with the natural selection process and 
filtering out pubs with undesirable characteristics using the principle of elitism. By simulating this filtration 
process, SGA can focus the search around the most important genes. Wang and Ghosn [9] proposed an 
extension algorithm of the SGA by combining the benefits of the shredding and learning operators to the 
linkage process proposed by Harik and Goldberg [10]. Cheng [11] proposed an artificial neural network 
based GA. Parallel GA technology [12] can be used to accelerate the speed of GAs. Bi-objective genetic 
algorithm [13] can be used for makespan and reliability optimized scheduling for workflow applications. 
Wang et al. [14] proposed the look-ahead genetic algorithm to intelligently optimize both the makespan and 
the reliability for a workflow application. Deb et al. [15] proposed the Non-dominated Sorting Genetic 
Algorithm (NSGA-II) which is a fast and very efficient multi-objective evolutionary algorithm. Chang et al. 
[17] proposed a two-phase sub population genetic algorithm to solve the parallel machine-scheduling 
problems. Chen et al. [25] proposed hybrid evolutionary algorithms with integration of GA and extremal 
optimization to solve the hot strip mill scheduling problem. Elsayed et al. [34] developed a multi-operator 
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genetic algorithm and a self-adaptive multi-operator genetic algorithm for solving constrained optimization 
problems. Gonçalves and Resende [5] proposed a multi-population biased random-key genetic algorithm for 
the single container loading problem. Meng and Weng [7] proposed a GA to assessing work zone casualty 
risk.  

GAs can be used to solve different type of optimization problems such as fuzzy, combinatorial and multi 
objective optimization problems. In last two decades, different optimization approaches have been proposed 
to solve reliability optimization problems. These include dynamic programming method, integer 
programming method, branch and bound method, Lagrange multiplier method, stochastic programming 
method, etc. ([20]-[24]). Today GA is widely used in reliability engineering to optimize reliability of a 
system under certain constraints. Painton and Campbell [26] proposed a GA to find maximum reliability to 
satisfy specific cost constraints. Coit and Smith [28] described a GA to solve the reliability optimization 
problem for a series-parallel system meeting the cost and weight constraints. Bhunia et al. [29] proposed a 
GA to solve reliability optimization problem of a series system with interval valued component reliability. 
Sahoo et al. [16] developed a GA to solve reliability redundancy optimization problem of series-
parallel/parallel-series/complex system with interval valued reliability of each component. Cheng and Li [30] 
proposed a method for structural reliability analysis by integrating the uniform design method [31] with 
artificial neural network based GA. Hsieh et al. [32] utilized GAs to solve various types of reliability design 
problems, such as reliability optimization of series system, series-parallel system and complex systems. Yeh 
et al. [33] proposed a GA to solve the k-node set reliability optimization problem with capacity constraint of 
a distributed system. Gen and Cheng [6] described the applications of GAs to reliability optimization 
problems. Moghaddam et al. [35] proposed a GA for a redundancy allocation problem to the series-parallel 
system when the redundancy strategy can be chosen for individual subsystems. Kumar et al. [27] performed 
the reliability analysis of waste clean-up manipulator using real coded GA and fuzzy methodology. Kishor et 
al. [38] proposed a multi-objective GA for complex system reliability optimization problem under fuzzy 
environment, while minimizing the cost of the system. 

In this paper, we have developed GA to solve the reliability optimization problem of a bridge network in 
crisp and fuzzy environment. Here, we have presented optimal solution of system reliability of bridge 
network with system cost as constraint in fuzzy and crisp environment. We have used real-value encoding to 
represent the solution as a chromosome. The initial population of size 40 has been generated randomly. 
Tournament selection process has been used to select the parent chromosomes from the population. Elitism 
process, arithmetic crossover operation and uniform mutation operation are applied to generate the offsprings 
that have higher fitness value than their parent. When a termination condition is satisfied, the GA will give 
the optimal solution of the problem. Finally, numerical exposure of the proposed GA technique is presented 
and some conclusion and recommendation are made. 

2. Model Formulation 

2.1. Notations 
A bridge network reliability model is developed using GA technique under the following notations. 

Notation Definition 

 ir   Reliability for thi component of the reliability model 

 ic   Cost coefficient for thi component of the reliability model 

 ic~   Fuzzy cost coefficient for thi component of the reliability model 

 ai   Shape parameter for thi component of the reliability model 

 C   Available system cost of the reliability model 

 C~   Fuzzy system cost of the reliability model 

 l
ic   Lower end point of the fuzzy cost interval for thi component 

 u
ic   Upper end point of the fuzzy cost interval for thi component 

 lC   Lower end point of the fuzzy system cost interval 



Journal of Information and Computing Science, Vol. 6 (2011) No. 4, pp 243-254 
 
 

JIC email for subscription: publishing@WAU.org.uk 

245

 uC   Upper end point of the fuzzy system cost interval 

 ),,,,( 54321 rrrrrRs  System reliability function of the reliability model 

 ),,,,( 54321 rrrrrCs  System cost function of the reliability model 

 ),,,,(~
54321 rrrrrCs  Fuzzy system cost function of the reliability model 

 

2.2. Crisp model of bridge network 
The bridge network is considered as a system of five components to find out the system reliability as 

shown in Figure 1. The algebraic expression for system reliability ( sR  ) of the bridge system is given as 
follows: 

))(1())((),,,,( 43214231543432121554321 rrrrrrrrrrrrrrrrrrrrrrrRs −+−+−+−+=  
where 10 ≤< ir for  5,4,3,2,1=i . 

 

 
Fig. 1: Schematic of five unit bridge network 

The cost constraint for the bridge system is given as follows: 
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Hence, mathematically, the reliability optimization problem for the bridge network can be formulated as 
follows: 
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where  0 1ir< ≤  for  1, 2,3,4,5i = . 

2.3. Fuzzy bridge network model 
In real life, the values of cost coefficient of components and the available system cost are not rigid. 

These costs are not known with certainty. We need to consider uncertainty for cost. So considering 
uncertainty for the cost coefficients and system cost, it is more realistic to consider them as fuzzy. 
In fuzzy system, the cost constraint for the bridge network is given as follows: 

CrcrrrrrC ia
ii

i
s

~~),,,,(~ 5

1
54321 ≤∑=

=
 

Here fuzzy cost coefficients ( ic~ ) and fuzzy system cost (C~ ) are represented by triangular fuzzy number 
as follows: 

),,(~ u
ii

l
ii cccc =  for  5,4,3,2,1=i , and ),,(~ ul CCCC =  
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Applying  α  - cut operation on the fuzzy numbers, we get the crisp interval of costs as follows: 

)](),([)( i
u
i

u
i

l
ii

l
ii ccccccc −−−+= ααα   for  5,4,3,2,1=i , 

and  )](),([)( CCCCCCC uull −−−+= ααα  

Hence, the reliability optimization problem for the bridge system in fuzzy environment can be 
formulated as follows: 

))(1())((),,,,(Maximize 43214231543432121554321 rrrrrrrrrrrrrrrrrrrrrrrRs −+−+−+−+=  
subject to 
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where  10 ≤< ir  for  5,4,3,2,1=i    and   .10 ≤≤ α   

The above constraint can be written as follows: 
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 Therefore the bridge network reliability model (1) transform into the following form (4): 
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where  10 ≤< ir  for  5,4,3,2,1=i    and   .10 ≤≤α  

3. GA Based Constraint Handling Approach 
Here we have discussed GA based constraint handling approach of the optimization problem. The 

penalty method has been used to handle the constraint of the optimization problem. We have used static 
penalty [36] to transform the constrained optimization problem to an unconstrained optimization problem. 
Let us consider the following constrained optimization problem: 

Maximize  )(xf  

subject to 
mixhi ,....,2,1,0)( =≤  

where m is the number of constraints. 
According to the static penalty function method, this problem can be transformed to an unconstrained 

maximization problem and the objective function can be written as follows: 

Maximize  )()()(
1

xPxfxF i
i

m
σ

=
∑−=  

where  .)](,0max[)( 2xhxP i=  

In the above equation, P(x) is the penalty function which represents the square of constraint violation and 

iσ  is the penalty coefficient or penalty parameter for i th constraint. 
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where S is the set of feasible solutions. 
If no constraint violation occurs i.e. the value of x is a feasible solution, P(x) will be zero for all 

constraints. If constraint violation occurs for some constraint, P(x) will be positive for that violated constraint. 
Here the penalty parameters )( iσ do not depend on the current generation number and a constant 

penalty is applied to unfeasible solutions. 

4. GA Implementation 
A GA has been developed to solve the reliability optimization problem. The steps of the proposed GA 

are given as follows: 
Algorithm 

Step 1: Initialize the parameters of the genetic algorithm as follows: population size=40, crossover 
rate=0.9, mutation rate=0.05, maximum number of generations=300. 

Step 2: Initialize different parameters of the optimization problem. 
Step 3: Set g=1, where g signifies the current generation number. 

Step 4: Initialize the chromosomes of the population P(g) [P(g) represents the population of g th  
generation] taking the lower and upper bounds of the variables as 0 and 1 respectively. 

Step 5: Evaluate the fitness value of each chromosome in the population P(g) considering the fitness 
function. 

Step 6: Select parent chromosomes from P(g) by tournament selection process. 
Step 7: Alter P(g) by applying elitism process, arithmetic crossover and uniform mutation operations on 

the selected parent chromosomes. 
Step 8: Evaluate the fitness value of each chromosome (offspring) in the population P(g). 
Step 9: Find the chromosome with best fitness value from P(g). 
Step 10: If the termination condition is satisfied, go to step 14.    
Step 11: Place P(g) in P(g+1). 
Step 12: Increase g by unity.     
Step 13: Go to step 5. 
Step 14: Print the chromosome of P(g) with the best fitness function value (which is the solution of the 

optimization problem). 
Step 15: End. 
The flowchart of the GA is shown in Figure 2. 
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Fig. 2: Flowchart of the proposed GA for optimize system reliability 

4.1. Developed GA for reliability optimization of crisp model of bridge system 
The GA developed for crisp model of bridge network reliability optimization problem is described as 

follows: 
Chromosomal-encoding of solution. In GA, each solution is represented by a chromosome. A 

chromosome is an encoded solution. In this problem, the length of a chromosome i.e. the number of genes in 
a chromosome is 5 as there are five components in the model. Real value encoding has been used to encode 
the solution as a chromosome and each component (gene) of the chromosome represents the reliability of the 
component of the model. The chromosome representation of a solution is given below as an example: 

]93.070.091.088.078.0[  
Initial population 

A set of possible solutions i.e. chromosomes in a generation is called a population. The GA is started 
with an initial population. The initial population has been determined randomly with a population size of 40. 
Fitness function 

The fitness function is defined as a combination of the objective function and a static penalty function. 
The fitness function is used to determine the fitness value of each chromosome in a generation. The fitness 
value indicates which chromosomes will be selected as parent to be involved in genetic operations. 

The fitness function of the bridge system reliability optimization problem is given below: 

Maximize 2],0max[. CCR ss −− σ  
i.e. 
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aaaa −++++−

−+−+−+−+
ασ

                      (5) 

Selection procedure 
The selection process selects chromosomes according to their fitness value for genetic operations. 

Chromosomes are selected from the population as parents. To form new offspring, chromosomes are selected 
according to the Darwin's theory about evolution "Survival of the fittest" because the more suitable they are, 
the more chances to reproduce. Selection is performed to emphasize fitter individuals in the population in 
hope that their offsprings have higher fitness value. Here, tournament selection process of size three has been 
used for chromosome selection. 
Elitism 

Elitism method copies the best chromosome or the few best chromosomes of the current generation to 
the next generation without crossover and mutation. The rest of the individuals are passed through the 
crossover and mutation operations. The best chromosome may be lost in any generation by crossover and 
mutation operations when a new population is created. To overcome this situation elitism method has been 
applied. Here, the value of elite count has been taken as one. Elite count indicates the number of individuals 
that will be guaranteed to survive to the next generation without crossover and mutation operations. 
Genetic crossover operator 

After selection process, the crossover operator is applied to the resulting parent chromosomes. The main 
purpose of crossover is to exchange genetic information between randomly selected parent chromosomes. 
Crossover recombines the genetic material of two or more parent chromosomes to produce new individuals 
(offsprings) for the next generation. We have used the arithmetic crossover operator [37] which defines a 
linear combination of two chromosomes. Suppose 1

gC and 2
gC are two parent chromosomes that are 

randomly selected for crossover in thg generation. If 1
gC and 2

gC are to be crossed, the resulting offspring 

are 1
1
gC + and 1

2 ,gC + which is a linear combination of their parents, i.e. 

      ggg CCC 21
1

1 )1( ββ −+=+  

    ggg CCC 21
1

2 )1( ββ +−=+  

where β is a random value that lies between 0 and 1. 

Here, the arithmetic crossover operator has been applied based on the crossover probability of  9.0 . 
Genetic mutation operator 

Mutation operation is performed to introduce random variations into the genes of a chromosome. 
Mutation is applied to prevent falling of all solutions in population into a local optimum of the solved 
problem. So this operation is performed to improve the global optimal solution. Mutation helps to regain the 
information lost in earlier generations. Mutation operation is applied to a single chromosome with a very low 
rate. Mutation can change single or all the genes of a randomly selected chromosome. In this problem, we 
have used the uniform mutation operator with a mutation rate of 05.0 . It selects a fraction of the vector 
entries of an individual for mutation, where each entry has the same probability as the mutation rate of being 
mutated. 
Terminating criteria 

The termination condition is used to stop the GA. The GA is terminated when any one of the following 
conditions is satisfied: 

(i) the number of generations has been reached to the maximum number of generations. 
(ii) the specified time has been elapsed. 
(iii) the average change in the fitness function value over specified generations is less than a very small 

pre-assigned positive number. 
Here, we have used 300 generations as the maximum number of generations for the GA, 100 generations 

as the specified generations and 5010− as a very small positive number. 
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Parameters of the GA 
There are four parameters used in the GA that affect the solution obtained from the GA. These 

parameters are population size (ps), crossover rate/probability (cr), mutation rate/probability (mr) and 
maximum number of generations (m_gen). Here, we have taken the value of GA parameters as follows: 

ps=40, cr=0.9, mr=0.05 and m_gen=300. 

4.2. Developed GA for bridge network reliability in fuzzy environment 
The GA developed for fuzzy bridge network reliability optimization problem is described here. 

Chromosomal-encoding of solution.  
In fuzzy environment, when we consider α as a variable, the chromosome size will be 6. When α is 

not a variable i.e. we give the value of α in the optimization problem, then the chromosome size is 5. 

Initial population 
The initial population has been generated randomly with population size of 40 taking the lower and 

upper bounds of the variables as 0.7 and 0.99 respectively. 
Fitness function 

The fitness function of the fuzzy bridge network reliability optimization model is given below. 

2
55554444

3333222211112

2
5555

4
4444

3333222211111

432142315434321215

)])(())(())((

))(())(())((,0[max

)])(())(())((

))(())(())((,0[max

))(1())((Maximize
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321

ααα

ααασ

ααα

ααασ

CCCrcccrccc

rcccrcccrccc

CCCrcccrccc

rcccrcccrccc

rrrrrrrrrrrrrrrrrr

uuauuauu

auuauuauu

llallall

allallall

−−−−−+−−+

−−+−−+−−−

−++−+−−+−

−+−−+−−+−−

−+−+−+−+

               (6) 

The selection procedure, elitism mechanism, crossover operator, mutation operator, terminating criteria 
and parameters of the GA developed for fuzzy bridge system reliability optimization problem are same with 
the GA developed for crisp model of bridge system. 

5. Numerical Presentation 

5.1. Solution of bridge network reliability in crisp model 
The proposed GA has been implemented using MATLAB. 
Let the cost coefficients ( ),ic shape parameters ( )ia and the available system cost ( C  ) used for (1) 

are given as follows: 

1 2 3 4 5 1 2 3 4 524, 20, 18, 16, 15; 0.68, 0.73, 0.71, 0.67, 0.70,c c c c c a a a a a= = = = = = = = = =  
and 85.C =   

Here, we have taken the value of penalty parameter ( )σ as 999.   

Because of the stochastic nature of GA, 20 trials have been performed for 300 generations as the 
maximum number of generations each and the best solution from among the 20 trials has been considered as 
the final optimal solution. 

In the Figure 3, plot of the generation number versus the best fitness value in those generations is 
presented. The figure shows the best fitness value in the specified generations for the trial for which we get 
the best solution. From the graph, we can see that as the generation number increases, the best fitness value 
in those generations converge to the optimal solution. 
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Fig. 3: Fitness value convergence 

After 240 generations (of the trial for which we get the best solution), we get the following solutions as 
the optimal solution identified by the GA: 

The maximum system reliability of bridge network is 9783.0=sR  . 

The maximum reliability of the five components are as follows: 
.803.0,962.0,862.0,832.0,929.0 54321 ===== rrrrr  

And the system cost of bridge network is .9682.84=sC   

Here, the cost constraint has been satisfied efficiently for the chosen value of the penalty parameter and 
we get the maximum system reliability satisfying the cost constraint. 

The chosen value of the penalty parameter for our reliability optimization problem efficiently handles the 
cost constraint of the problem. 

5.2. Solution of fuzzy bridge network 
The GA has been implemented with MATLAB. Let the fuzzy cost coefficients )~( ic of five components 

of the bridge network and the fuzzy system cost )~(C of the bridge model are given as follows: 

),17,16,3.15(~),2.19,18,17(~),3.21,20,5.19(~),25,24,8.22(~
4321 ==== cccc )1.16,15,14(~

5 =c  

and  ).94,85,80(~
=C   

Applying −α cut operation on the above fuzzy numbers, we get the crisp interval of costs as follows: 
],3.13.21,5.05.19[)(],25,2.18.22[)( 21 αααααα −+=−+= cc  

],2.12.19,17[)(3 ααα −+=c ],17,7.03.15[)(4 ααα −+=c  

]1.11.16,14[)(5 ααα −+=c  and  ]994,580[)( ααα −+=C   

In this optimization problem, two penalty parameters  1σ  and  2σ  are used for the two constraints and 

we have taken the value of  1σ   and 2σ  as  .109   

Twenty trials have been performed for the proposed GA and the best solution from among the 20 trials 
has been taken as the final optimal solution. 
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After 141 generations (of the trial for which we get the best solution), we get the following solutions as 
the optimal solution identified by the proposed GA: 

817.0,839.0,966.0,85.0,946.0,81.0 54321 ====== rrrrrα  and  .9845.0=sR  

Now in the second part of this subsection, we have presented a solution approach of the said model for 
different values of  .α   

In Table 1, we have shown the values of system reliability ( )sR and reliability of the five components 
for different values of .α We have also mentioned the generation number after which we get the reliability 
of the five components and system reliability as the optimal solution identified by the GA. 

Table 1: Optimum reliability for different values of  α  

 0=α 25.0=α 5.0=α 75.0=α  99.0=α
1r  881.0 896.0  889.0 875.0  965.0  

2r  878.0 894.0  898.0 897.0  826.0  

3r  898.0 898.0  897.0 899.0  78.0  

4r  893.0 896.0  891.0 895.0  979.0  

5r  894.0 897.0  887.0 896.0  847.0  

sR  9726.0 9768.0 9756.0 9747.0  9837.0
Generation Number 201  300  293  219  106  

The constraints have been satisfied efficiently for the chosen value of penalty parameters and we get the 
most promising optimal solutions for that value of penalty parameters. 

6. Conclusion 
In this paper, the bridge network reliability optimization problem in crisp and fuzzy environment has 

been solved by GA approach. Here, the costs of the model have been considered as fuzzy because of 
uncertainty. For handling constraints, static penalty method has been utilized to solve the constrained 
optimization problem. We have developed a GA to solve the reliability optimization problem with 
tournament selection process, arithmetic crossover, uniform mutation and elitism of size one. We have find 
out the system reliability and reliability of different components of the model using the proposed GA. Our 
numerical results show that the GA developed for this reliability optimization problem give very promising 
results as the optimal solution for the chosen values of penalty parameter. The demonstrations show that the 
GA approach can be a very powerful tool for solving reliability optimization problems of bridge network. 
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